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✴ CSS formula & Potential issues in pheno 
applications.

✴ Constraints on TMD models and HSO approach.

✴ Standard treatment vs HSO approach.

OUTLINE

“Hadron structure oriented approach”
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applications.
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Take the SIDIS cross section as an example

12

VI. EXAMPLE INPUT SCALE TREATMENT

Now we turn to demonstrating how the HSO treatment described in Secs. (II)–(IV) works in practice with explicit
numerical implementations. Our purpose here is to compare the HSO treatment described thus far with the conven-
tional steps for constructing phenomenological parametrizations, and to illustrate the improvements that are gained
from using the former.

In Sec. VIA below, we will summarize the basic formulas and in Sec. VIB we will review the usual decomposition of
a transverse momentum dependent cross section into a TMD term, an asymptotic term, and a Y -term. In Sec. VIC,
we will review the conventional style of implementing TMD factorization and show examples of the complications
that can arise, some of which were already mentioned in the introduction, and in Sec. VID we show how these are
solved within the HSO approach.

In our calculations, we focus on the TMD pdfs and ↵s parametrized at an initial scale Q = Q0, a scenario previously
addressed in [10]. Estimating the lowest Q0 for which TMD factorization remains valid is rather non-trivial [16], and
we leave it as an open question. For purposes of illustration, we will try two values in sections VIC and VID below,
from the relatively low (and reasonable) Q0 = 4.0 GeV, to the (far too conservative) Q0 = 20.0 GeV, to demonstrate
how the procedure works for both a small and a large choices of Q0.

A. Basic setup

The standard expression for the SIDIS di↵erential cross section in terms of the structure functions F1 and F2 is

d�

dx dy dz dq2T
=

⇡2↵2
emz

Q2 x y

⇥
F1 x y2 + F2 (1� y)

⇤
, (64)

where the F structure functions are the usual ones obtained by contracting the projectors in Eq. (13) with the hadronic
tensor. In the small-qT approximation, the structure functions are expressed in terms of TMD pdfs and ↵s,

F = FTMD +O (m/Q, qT/Q) , (65)
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⇤
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where the “TMD” superscript denotes the small-qT approximation. Compare Eq. (66) with Eq. (8) for the hadronic
tensor. We will use the O(↵s) hard factor |H|2

j
from Eq. (11) in any calculations below. Calculating Eq. (66) in

a specific phenomenological implementation involves making choices about how to parametrize the TMD functions
fi/p and Dh/j , including choices about nonperturbative models and/or calculations at the input scale, the order of
precision in perturbative parts, and any other approximations or assumptions used in the construction of a specific
set of parametrizations.

B. Combining large (FFO) and small (FTMD) transverse momentum calculations

Before we contrast the FTMD calculations in the conventional and HSO styles, let us review the usual steps for
merging calculations done with TMDs with purely collinear factorization calculations designed for the qT ⇡ Q region.

In the region where qT ⇡ Q, the approximations in Eq. (66) fail. However, this is the region where fixed-order
collinear factorization calculations, which use ordinary collinear pdfs and ↵s, are most reliable. We express the large-qT
fixed-order collinear approximation to the structure functions as

F = FFO +O (m/qT) , FFO =
X

i,j

dB/i ⌦ F̂ij ⌦ fj/p , (67)

where the indices i, j run over parton flavors, and the FO superscript stands for “fixed-order.” A choice must be
made for the UV scheme that defines the collinear functions fi/p and Dh/j . The most common is renormalization in

the MS scheme. The F̂ij are the partonic versions of the structure functions, and they have been calculated up to at
least O(↵2

s
) [52–54]. In our calculations, we will use O(↵s) results [9, 11, 55].
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working order in ↵s. Therefore, one may consistently interchange cuto↵ and MS definitions, and we will use FFO
ST for

our calculation of the fixed order structure function. We will see in later sections that the e↵ect of switching between
the two is small relative to the overall improvements from using the HSO approach. An interesting question for the
future is whether calculations of FFO can be improved by switching to a cuto↵ scheme for the collinear functions, but
we leave this to future work.

C. The TMD term in the conventional treatment

The usual approach to applying TMD factorization to phenomenology has been reviewed in many places, so we
will not repeat the details here. Readers are referred to, for example, Refs. [3, 56, 57] and references therein. The
standard expression used in calculations follow from making the following replacement in Eqs. (66):

⇥
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(jogh: before ope)
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(jogh: then)
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The f̃OPE
j/p

and D̃OPE
h/j

on the first line are the TMD pdfs and ↵s in bT-space, expanded and truncated in an operator

product expansion. The �, �K and K̃ are the usual evolution kernels. The “b⇤” method has been used to regulate
f̃OPE
j/p

, D̃OPE
h/j

, and K̃ at large bT. (See reviews of the b⇤ method in Sec. IXA of [16] and in Sec. VIII of [58].) The
most common choice for a functional form for b⇤ is

b⇤(bT) =
bTp

1 + b2T/b
2
max

, (77)

where bmax is a transverse size scale that demarcates a separation between large and small transverse size regions. In
principle, both the functional form of Eq. (77) and the value of bmax are completely arbitrary, but a small bmax justifies
the use of the OPE on the first line of Eq. (74); the error term in the approximation in Eq. (74) is suppressed by
powers of mbmax. All of the nonperturbative transverse momentum dependence is contained in the bT-space functions
gj/p, gh/j , and gK , whose definitions in terms of the more fundamental correlation functions are

�gj/p(x, bT) ⌘ ln

 
f̃j/p(x, bT;µQ0 , Q

2
0)
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2
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0)
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!
, (78)

and

gK(bT) ⌘ K̃(b⇤;µ)� K̃(bT;µ) . (79)

Operator definitions: 
Universality, predictive power, true properties of 

hadrons. 

These definitions imply a behavior at small bT 
(large kT), calculable in pQCD.

5



14

working order in ↵s. Therefore, one may consistently interchange cuto↵ and MS definitions, and we will use FFO
ST for

our calculation of the fixed order structure function. We will see in later sections that the e↵ect of switching between
the two is small relative to the overall improvements from using the HSO approach. An interesting question for the
future is whether calculations of FFO can be improved by switching to a cuto↵ scheme for the collinear functions, but
we leave this to future work.

C. The TMD term in the conventional treatment

The usual approach to applying TMD factorization to phenomenology has been reviewed in many places, so we
will not repeat the details here. Readers are referred to, for example, Refs. [3, 56, 57] and references therein. The
standard expression used in calculations follow from making the following replacement in Eqs. (66):

⇥
fj/p, Dh/j

⇤
!
Z

d2bT
(2⇡)2

e�iqT·bT f̃OPE
j/p

(x, b⇤;µb⇤ , µ
2
b⇤) D̃

OPE
h/j

(z, b⇤;µb⇤ , µ
2
b⇤)

⇥ exp

(
2

Z
µQ

µb⇤

dµ0

µ0


�(↵s(µ

0); 1)� ln
Q

µ0 �K(↵s(µ
0))

�
+ ln

Q2

µ2
b⇤

K̃(b⇤;µb⇤)

)

⇥ exp

⇢
�gj/p(x, bT)� gh/j(z, bT)� gK(bT) ln

✓
Q2

Q2
0

◆�
. (74)

(jogh: before ope)

⇥
fj/p, Dh/j

⇤
!
Z

d2bT
(2⇡)2

e�iqT·bT f̃j/p(x, bT;µQ0 , µ
2
Q0

) D̃h/j(z, bT; bT;µQ0 , µ
2
Q0

)

⇥ exp

(
2

Z
µQ

µQ0

dµ0

µ0


�(↵s(µ

0); 1)� ln
Q

µ0 �K(↵s(µ
0))

�
+ ln

Q2

Q2
0

K̃(bT;µQ0)

)
. (75)

(jogh: then)

⇥
fj/p, Dh/j

⇤
!
Z

d2bT
(2⇡)2

e�iqT·bT f̃j/p(x, b⇤;µb⇤ , µ
2
b⇤) D̃h/j(z, b⇤;µb⇤ , µ

2
b⇤)

⇥ exp

(
2

Z
µQ

µb⇤

dµ0

µ0


�(↵s(µ

0); 1)� ln
Q

µ0 �K(↵s(µ
0))

�
+ ln

Q2

µ2
b⇤

K̃(b⇤;µb⇤)

)

⇥ exp

⇢
�gj/p(x, bT)� gh/j(z, bT)� gK(bT) ln

✓
Q2

Q2
0

◆�
. (76)

The f̃OPE
j/p

and D̃OPE
h/j

on the first line are the TMD pdfs and ↵s in bT-space, expanded and truncated in an operator

product expansion. The �, �K and K̃ are the usual evolution kernels. The “b⇤” method has been used to regulate
f̃OPE
j/p

, D̃OPE
h/j

, and K̃ at large bT. (See reviews of the b⇤ method in Sec. IXA of [16] and in Sec. VIII of [58].) The
most common choice for a functional form for b⇤ is

b⇤(bT) =
bTp

1 + b2T/b
2
max

, (77)

where bmax is a transverse size scale that demarcates a separation between large and small transverse size regions. In
principle, both the functional form of Eq. (77) and the value of bmax are completely arbitrary, but a small bmax justifies
the use of the OPE on the first line of Eq. (74); the error term in the approximation in Eq. (74) is suppressed by
powers of mbmax. All of the nonperturbative transverse momentum dependence is contained in the bT-space functions
gj/p, gh/j , and gK , whose definitions in terms of the more fundamental correlation functions are

�gj/p(x, bT) ⌘ ln

 
f̃j/p(x, bT;µQ0 , Q

2
0)

f̃j/p(x, b⇤;µQ0 , Q
2
0)

!
, �gh/j(z, bT) ⌘ ln

 
D̃h/j(z, bT;µQ0 , Q

2
0)

D̃h/j(z, b⇤;µQ0 , Q
2
0)

!
, (78)

and

gK(bT) ⌘ K̃(b⇤;µ)� K̃(bT;µ) . (79)

14

working order in ↵s. Therefore, one may consistently interchange cuto↵ and MS definitions, and we will use FFO
ST for

our calculation of the fixed order structure function. We will see in later sections that the e↵ect of switching between
the two is small relative to the overall improvements from using the HSO approach. An interesting question for the
future is whether calculations of FFO can be improved by switching to a cuto↵ scheme for the collinear functions, but
we leave this to future work.

C. The TMD term in the conventional treatment

The usual approach to applying TMD factorization to phenomenology has been reviewed in many places, so we
will not repeat the details here. Readers are referred to, for example, Refs. [3, 56, 57] and references therein. The
standard expression used in calculations follow from making the following replacement in Eqs. (66):

⇥
fj/p, Dh/j

⇤
!
Z

d2bT
(2⇡)2

e�iqT·bT f̃OPE
j/p

(x, b⇤;µb⇤ , µ
2
b⇤) D̃

OPE
h/j

(z, b⇤;µb⇤ , µ
2
b⇤)

⇥ exp

(
2

Z
µQ

µb⇤

dµ0

µ0


�(↵s(µ

0); 1)� ln
Q

µ0 �K(↵s(µ
0))

�
+ ln

Q2

µ2
b⇤

K̃(b⇤;µb⇤)

)

⇥ exp

⇢
�gj/p(x, bT)� gh/j(z, bT)� gK(bT) ln

✓
Q2

Q2
0

◆�
. (74)

(jogh: before ope)

⇥
fj/p, Dh/j

⇤
!
Z

d2bT
(2⇡)2

e�iqT·bT f̃j/p(x, bT;µQ0 , µ
2
Q0

) D̃h/j(z, bT; bT;µQ0 , µ
2
Q0

)

⇥ exp

(
2

Z
µQ

µQ0

dµ0

µ0


�(↵s(µ

0); 1)� ln
Q

µ0 �K(↵s(µ
0))

�
+ ln

Q2

Q2
0

K̃(bT;µQ0)

)
. (75)

(jogh: then)

⇥
fj/p, Dh/j

⇤
!
Z

d2bT
(2⇡)2

e�iqT·bT f̃j/p(x, b⇤;µb⇤ , µ
2
b⇤) D̃h/j(z, b⇤;µb⇤ , µ

2
b⇤)

⇥ exp

(
2

Z
µQ

µb⇤

dµ0

µ0


�(↵s(µ

0); 1)� ln
Q

µ0 �K(↵s(µ
0))

�
+ ln

Q2

µ2
b⇤

K̃(b⇤;µb⇤)

)

⇥ exp

⇢
�gj/p(x, bT)� gh/j(z, bT)� gK(bT) ln

✓
Q2

Q2
0

◆�
. (76)

The f̃OPE
j/p

and D̃OPE
h/j

on the first line are the TMD pdfs and ↵s in bT-space, expanded and truncated in an operator

product expansion. The �, �K and K̃ are the usual evolution kernels. The “b⇤” method has been used to regulate
f̃OPE
j/p

, D̃OPE
h/j

, and K̃ at large bT. (See reviews of the b⇤ method in Sec. IXA of [16] and in Sec. VIII of [58].) The
most common choice for a functional form for b⇤ is

b⇤(bT) =
bTp

1 + b2T/b
2
max

, (77)

where bmax is a transverse size scale that demarcates a separation between large and small transverse size regions. In
principle, both the functional form of Eq. (77) and the value of bmax are completely arbitrary, but a small bmax justifies
the use of the OPE on the first line of Eq. (74); the error term in the approximation in Eq. (74) is suppressed by
powers of mbmax. All of the nonperturbative transverse momentum dependence is contained in the bT-space functions
gj/p, gh/j , and gK , whose definitions in terms of the more fundamental correlation functions are

�gj/p(x, bT) ⌘ ln

 
f̃j/p(x, bT;µQ0 , Q

2
0)

f̃j/p(x, b⇤;µQ0 , Q
2
0)

!
, �gh/j(z, bT) ⌘ ln

 
D̃h/j(z, bT;µQ0 , Q

2
0)

D̃h/j(z, b⇤;µQ0 , Q
2
0)

!
, (78)

and

gK(bT) ⌘ K̃(b⇤;µ)� K̃(bT;µ) . (79)

Same formula, just reorganized 

14

working order in ↵s. Therefore, one may consistently interchange cuto↵ and MS definitions, and we will use FFO
ST for

our calculation of the fixed order structure function. We will see in later sections that the e↵ect of switching between
the two is small relative to the overall improvements from using the HSO approach. An interesting question for the
future is whether calculations of FFO can be improved by switching to a cuto↵ scheme for the collinear functions, but
we leave this to future work.

C. The TMD term in the conventional treatment

The usual approach to applying TMD factorization to phenomenology has been reviewed in many places, so we
will not repeat the details here. Readers are referred to, for example, Refs. [3, 56, 57] and references therein. The
standard expression used in calculations follow from making the following replacement in Eqs. (66):

⇥
fj/p, Dh/j

⇤
!
Z

d2bT
(2⇡)2

e�iqT·bT f̃OPE
j/p

(x, b⇤;µb⇤ , µ
2
b⇤) D̃

OPE
h/j

(z, b⇤;µb⇤ , µ
2
b⇤)

⇥ exp

(
2

Z
µQ

µb⇤

dµ0

µ0


�(↵s(µ

0); 1)� ln
Q

µ0 �K(↵s(µ
0))

�
+ ln

Q2

µ2
b⇤

K̃(b⇤;µb⇤)

)

⇥ exp

⇢
�gj/p(x, bT)� gh/j(z, bT)� gK(bT) ln

✓
Q2

Q2
0

◆�
. (74)

(jogh: before ope)

⇥
fj/p, Dh/j

⇤
!
Z

d2bT
(2⇡)2

e�iqT·bT f̃j/p(x, bT;µQ0 , µ
2
Q0

) D̃h/j(z, bT; bT;µQ0 , µ
2
Q0

)

⇥ exp

(
2

Z
µQ

µQ0

dµ0

µ0


�(↵s(µ

0); 1)� ln
Q

µ0 �K(↵s(µ
0))

�
+ ln

Q2

Q2
0

K̃(bT;µQ0)

)
. (75)

(jogh: then)

⇥
fj/p, Dh/j

⇤
!
Z

d2bT
(2⇡)2

e�iqT·bT f̃j/p(x, b⇤;µb⇤ , µ
2
b⇤) D̃h/j(z, b⇤;µb⇤ , µ

2
b⇤)

⇥ exp

(
2

Z
µQ

µb⇤

dµ0

µ0


�(↵s(µ

0); 1)� ln
Q

µ0 �K(↵s(µ
0))

�
+ ln

Q2

µ2
b⇤

K̃(b⇤;µb⇤)

)

⇥ exp

⇢
�gj/p(x, bT)� gh/j(z, bT)� gK(bT) ln

✓
Q2

Q2
0

◆�
. (76)

The f̃OPE
j/p

and D̃OPE
h/j

on the first line are the TMD pdfs and ↵s in bT-space, expanded and truncated in an operator

product expansion. The �, �K and K̃ are the usual evolution kernels. The “b⇤” method has been used to regulate
f̃OPE
j/p

, D̃OPE
h/j

, and K̃ at large bT. (See reviews of the b⇤ method in Sec. IXA of [16] and in Sec. VIII of [58].) The
most common choice for a functional form for b⇤ is

b⇤(bT) =
bTp

1 + b2T/b
2
max

, (77)

where bmax is a transverse size scale that demarcates a separation between large and small transverse size regions. In
principle, both the functional form of Eq. (77) and the value of bmax are completely arbitrary, but a small bmax justifies
the use of the OPE on the first line of Eq. (74); the error term in the approximation in Eq. (74) is suppressed by
powers of mbmax. All of the nonperturbative transverse momentum dependence is contained in the bT-space functions
gj/p, gh/j , and gK , whose definitions in terms of the more fundamental correlation functions are

�gj/p(x, bT) ⌘ ln

 
f̃j/p(x, bT;µQ0 , Q

2
0)

f̃j/p(x, b⇤;µQ0 , Q
2
0)

!
, �gh/j(z, bT) ⌘ ln

 
D̃h/j(z, bT;µQ0 , Q

2
0)

D̃h/j(z, b⇤;µQ0 , Q
2
0)

!
, (78)

and

gK(bT) ⌘ K̃(b⇤;µ)� K̃(bT;µ) . (79)

14

working order in ↵s. Therefore, one may consistently interchange cuto↵ and MS definitions, and we will use FFO
ST for

our calculation of the fixed order structure function. We will see in later sections that the e↵ect of switching between
the two is small relative to the overall improvements from using the HSO approach. An interesting question for the
future is whether calculations of FFO can be improved by switching to a cuto↵ scheme for the collinear functions, but
we leave this to future work.

C. The TMD term in the conventional treatment

The usual approach to applying TMD factorization to phenomenology has been reviewed in many places, so we
will not repeat the details here. Readers are referred to, for example, Refs. [3, 56, 57] and references therein. The
standard expression used in calculations follow from making the following replacement in Eqs. (66):

⇥
fj/p, Dh/j

⇤
!
Z

d2bT
(2⇡)2

e�iqT·bT f̃OPE
j/p

(x, b⇤;µb⇤ , µ
2
b⇤) D̃

OPE
h/j

(z, b⇤;µb⇤ , µ
2
b⇤)

⇥ exp

(
2

Z
µQ

µb⇤

dµ0

µ0


�(↵s(µ

0); 1)� ln
Q

µ0 �K(↵s(µ
0))

�
+ ln

Q2

µ2
b⇤

K̃(b⇤;µb⇤)

)

⇥ exp

⇢
�gj/p(x, bT)� gh/j(z, bT)� gK(bT) ln

✓
Q2

Q2
0

◆�
. (74)

(jogh: before ope)

⇥
fj/p, Dh/j

⇤
!
Z

d2bT
(2⇡)2

e�iqT·bT f̃j/p(x, bT;µQ0 , µ
2
Q0

) D̃h/j(z, bT; bT;µQ0 , µ
2
Q0

)

⇥ exp

(
2

Z
µQ

µQ0

dµ0

µ0


�(↵s(µ

0); 1)� ln
Q

µ0 �K(↵s(µ
0))

�
+ ln

Q2

Q2
0

K̃(bT;µQ0)

)
. (75)

(jogh: then)

⇥
fj/p, Dh/j

⇤
!
Z

d2bT
(2⇡)2

e�iqT·bT f̃j/p(x, b⇤;µb⇤ , µ
2
b⇤) D̃h/j(z, b⇤;µb⇤ , µ

2
b⇤)

⇥ exp

(
2

Z
µQ

µb⇤

dµ0

µ0


�(↵s(µ

0); 1)� ln
Q

µ0 �K(↵s(µ
0))

�
+ ln

Q2

µ2
b⇤

K̃(b⇤;µb⇤)

)

⇥ exp

⇢
�gj/p(x, bT)� gh/j(z, bT)� gK(bT) ln

✓
Q2

Q2
0

◆�
. (76)

The f̃OPE
j/p

and D̃OPE
h/j

on the first line are the TMD pdfs and ↵s in bT-space, expanded and truncated in an operator

product expansion. The �, �K and K̃ are the usual evolution kernels. The “b⇤” method has been used to regulate
f̃OPE
j/p

, D̃OPE
h/j

, and K̃ at large bT. (See reviews of the b⇤ method in Sec. IXA of [16] and in Sec. VIII of [58].) The
most common choice for a functional form for b⇤ is

b⇤(bT) =
bTp

1 + b2T/b
2
max

, (77)

where bmax is a transverse size scale that demarcates a separation between large and small transverse size regions. In
principle, both the functional form of Eq. (77) and the value of bmax are completely arbitrary, but a small bmax justifies
the use of the OPE on the first line of Eq. (74); the error term in the approximation in Eq. (74) is suppressed by
powers of mbmax. All of the nonperturbative transverse momentum dependence is contained in the bT-space functions
gj/p, gh/j , and gK , whose definitions in terms of the more fundamental correlation functions are

�gj/p(x, bT) ⌘ ln

 
f̃j/p(x, bT;µQ0 , Q

2
0)

f̃j/p(x, b⇤;µQ0 , Q
2
0)

!
, �gh/j(z, bT) ⌘ ln

 
D̃h/j(z, bT;µQ0 , Q

2
0)

D̃h/j(z, b⇤;µQ0 , Q
2
0)

!
, (78)

and

gK(bT) ⌘ K̃(b⇤;µ)� K̃(bT;µ) . (79)

6



14

working order in ↵s. Therefore, one may consistently interchange cuto↵ and MS definitions, and we will use FFO
ST for

our calculation of the fixed order structure function. We will see in later sections that the e↵ect of switching between
the two is small relative to the overall improvements from using the HSO approach. An interesting question for the
future is whether calculations of FFO can be improved by switching to a cuto↵ scheme for the collinear functions, but
we leave this to future work.

C. The TMD term in the conventional treatment

The usual approach to applying TMD factorization to phenomenology has been reviewed in many places, so we
will not repeat the details here. Readers are referred to, for example, Refs. [3, 56, 57] and references therein. The
standard expression used in calculations follow from making the following replacement in Eqs. (66):

⇥
fj/p, Dh/j

⇤
!
Z

d2bT
(2⇡)2

e�iqT·bT f̃OPE
j/p

(x, b⇤;µb⇤ , µ
2
b⇤) D̃

OPE
h/j

(z, b⇤;µb⇤ , µ
2
b⇤)

⇥ exp

(
2

Z
µQ

µb⇤

dµ0

µ0


�(↵s(µ

0); 1)� ln
Q

µ0 �K(↵s(µ
0))

�
+ ln

Q2

µ2
b⇤

K̃(b⇤;µb⇤)

)

⇥ exp

⇢
�gj/p(x, bT)� gh/j(z, bT)� gK(bT) ln

✓
Q2

Q2
0

◆�
. (74)

(jogh: before ope)

⇥
fj/p, Dh/j

⇤
!
Z

d2bT
(2⇡)2

e�iqT·bT f̃j/p(x, bT;µQ0 , µ
2
Q0

) D̃h/j(z, bT; bT;µQ0 , µ
2
Q0

)

⇥ exp

(
2

Z
µQ

µQ0

dµ0

µ0


�(↵s(µ

0); 1)� ln
Q

µ0 �K(↵s(µ
0))

�
+ ln

Q2

Q2
0

K̃(bT;µQ0)

)
. (75)

(jogh: then)

⇥
fj/p, Dh/j

⇤
!
Z

d2bT
(2⇡)2

e�iqT·bT f̃j/p(x, b⇤;µb⇤ , µ
2
b⇤) D̃h/j(z, b⇤;µb⇤ , µ

2
b⇤)

⇥ exp

(
2

Z
µQ

µb⇤

dµ0

µ0


�(↵s(µ

0); 1)� ln
Q

µ0 �K(↵s(µ
0))

�
+ ln

Q2

µ2
b⇤

K̃(b⇤;µb⇤)

)

⇥ exp

⇢
�gj/p(x, bT)� gh/j(z, bT)� gK(bT) ln

✓
Q2

Q2
0

◆�
. (76)

The f̃OPE
j/p

and D̃OPE
h/j

on the first line are the TMD pdfs and ↵s in bT-space, expanded and truncated in an operator

product expansion. The �, �K and K̃ are the usual evolution kernels. The “b⇤” method has been used to regulate
f̃OPE
j/p

, D̃OPE
h/j

, and K̃ at large bT. (See reviews of the b⇤ method in Sec. IXA of [16] and in Sec. VIII of [58].) The
most common choice for a functional form for b⇤ is

b⇤(bT) =
bTp

1 + b2T/b
2
max

, (77)

where bmax is a transverse size scale that demarcates a separation between large and small transverse size regions. In
principle, both the functional form of Eq. (77) and the value of bmax are completely arbitrary, but a small bmax justifies
the use of the OPE on the first line of Eq. (74); the error term in the approximation in Eq. (74) is suppressed by
powers of mbmax. All of the nonperturbative transverse momentum dependence is contained in the bT-space functions
gj/p, gh/j , and gK , whose definitions in terms of the more fundamental correlation functions are

�gj/p(x, bT) ⌘ ln

 
f̃j/p(x, bT;µQ0 , Q

2
0)

f̃j/p(x, b⇤;µQ0 , Q
2
0)

!
, �gh/j(z, bT) ⌘ ln

 
D̃h/j(z, bT;µQ0 , Q

2
0)

D̃h/j(z, b⇤;µQ0 , Q
2
0)

!
, (78)

and

gK(bT) ⌘ K̃(b⇤;µ)� K̃(bT;µ) . (79)

Same formula, just reorganized 

14

working order in ↵s. Therefore, one may consistently interchange cuto↵ and MS definitions, and we will use FFO
ST for

our calculation of the fixed order structure function. We will see in later sections that the e↵ect of switching between
the two is small relative to the overall improvements from using the HSO approach. An interesting question for the
future is whether calculations of FFO can be improved by switching to a cuto↵ scheme for the collinear functions, but
we leave this to future work.

C. The TMD term in the conventional treatment

The usual approach to applying TMD factorization to phenomenology has been reviewed in many places, so we
will not repeat the details here. Readers are referred to, for example, Refs. [3, 56, 57] and references therein. The
standard expression used in calculations follow from making the following replacement in Eqs. (66):

⇥
fj/p, Dh/j

⇤
!
Z

d2bT
(2⇡)2

e�iqT·bT f̃OPE
j/p

(x, b⇤;µb⇤ , µ
2
b⇤) D̃

OPE
h/j

(z, b⇤;µb⇤ , µ
2
b⇤)

⇥ exp

(
2

Z
µQ

µb⇤

dµ0

µ0


�(↵s(µ

0); 1)� ln
Q

µ0 �K(↵s(µ
0))

�
+ ln

Q2

µ2
b⇤

K̃(b⇤;µb⇤)

)

⇥ exp

⇢
�gj/p(x, bT)� gh/j(z, bT)� gK(bT) ln

✓
Q2

Q2
0

◆�
. (74)

(jogh: before ope)

⇥
fj/p, Dh/j

⇤
!
Z

d2bT
(2⇡)2

e�iqT·bT f̃j/p(x, bT;µQ0 , µ
2
Q0

) D̃h/j(z, bT; bT;µQ0 , µ
2
Q0

)

⇥ exp

(
2

Z
µQ

µQ0

dµ0

µ0


�(↵s(µ

0); 1)� ln
Q

µ0 �K(↵s(µ
0))

�
+ ln

Q2

Q2
0

K̃(bT;µQ0)

)
. (75)

(jogh: then)

⇥
fj/p, Dh/j

⇤
!
Z

d2bT
(2⇡)2

e�iqT·bT f̃j/p(x, b⇤;µb⇤ , µ
2
b⇤) D̃h/j(z, b⇤;µb⇤ , µ

2
b⇤)

⇥ exp

(
2

Z
µQ

µb⇤

dµ0

µ0


�(↵s(µ

0); 1)� ln
Q

µ0 �K(↵s(µ
0))

�
+ ln

Q2

µ2
b⇤

K̃(b⇤;µb⇤)

)

⇥ exp

⇢
�gj/p(x, bT)� gh/j(z, bT)� gK(bT) ln

✓
Q2

Q2
0

◆�
. (76)

The f̃OPE
j/p

and D̃OPE
h/j

on the first line are the TMD pdfs and ↵s in bT-space, expanded and truncated in an operator

product expansion. The �, �K and K̃ are the usual evolution kernels. The “b⇤” method has been used to regulate
f̃OPE
j/p

, D̃OPE
h/j

, and K̃ at large bT. (See reviews of the b⇤ method in Sec. IXA of [16] and in Sec. VIII of [58].) The
most common choice for a functional form for b⇤ is

b⇤(bT) =
bTp

1 + b2T/b
2
max

, (77)

where bmax is a transverse size scale that demarcates a separation between large and small transverse size regions. In
principle, both the functional form of Eq. (77) and the value of bmax are completely arbitrary, but a small bmax justifies
the use of the OPE on the first line of Eq. (74); the error term in the approximation in Eq. (74) is suppressed by
powers of mbmax. All of the nonperturbative transverse momentum dependence is contained in the bT-space functions
gj/p, gh/j , and gK , whose definitions in terms of the more fundamental correlation functions are

�gj/p(x, bT) ⌘ ln

 
f̃j/p(x, bT;µQ0 , Q

2
0)

f̃j/p(x, b⇤;µQ0 , Q
2
0)

!
, �gh/j(z, bT) ⌘ ln

 
D̃h/j(z, bT;µQ0 , Q

2
0)

D̃h/j(z, b⇤;µQ0 , Q
2
0)

!
, (78)

and

gK(bT) ⌘ K̃(b⇤;µ)� K̃(bT;µ) . (79)

14

working order in ↵s. Therefore, one may consistently interchange cuto↵ and MS definitions, and we will use FFO
ST for

our calculation of the fixed order structure function. We will see in later sections that the e↵ect of switching between
the two is small relative to the overall improvements from using the HSO approach. An interesting question for the
future is whether calculations of FFO can be improved by switching to a cuto↵ scheme for the collinear functions, but
we leave this to future work.

C. The TMD term in the conventional treatment

The usual approach to applying TMD factorization to phenomenology has been reviewed in many places, so we
will not repeat the details here. Readers are referred to, for example, Refs. [3, 56, 57] and references therein. The
standard expression used in calculations follow from making the following replacement in Eqs. (66):

⇥
fj/p, Dh/j

⇤
!
Z

d2bT
(2⇡)2

e�iqT·bT f̃OPE
j/p

(x, b⇤;µb⇤ , µ
2
b⇤) D̃

OPE
h/j

(z, b⇤;µb⇤ , µ
2
b⇤)

⇥ exp

(
2

Z
µQ

µb⇤

dµ0

µ0


�(↵s(µ

0); 1)� ln
Q

µ0 �K(↵s(µ
0))

�
+ ln

Q2

µ2
b⇤

K̃(b⇤;µb⇤)

)

⇥ exp

⇢
�gj/p(x, bT)� gh/j(z, bT)� gK(bT) ln

✓
Q2

Q2
0

◆�
. (74)

(jogh: before ope)

⇥
fj/p, Dh/j

⇤
!
Z

d2bT
(2⇡)2

e�iqT·bT f̃j/p(x, bT;µQ0 , µ
2
Q0

) D̃h/j(z, bT; bT;µQ0 , µ
2
Q0

)

⇥ exp

(
2

Z
µQ

µQ0

dµ0

µ0


�(↵s(µ

0); 1)� ln
Q

µ0 �K(↵s(µ
0))

�
+ ln

Q2

Q2
0

K̃(bT;µQ0)

)
. (75)

(jogh: then)

⇥
fj/p, Dh/j

⇤
!
Z

d2bT
(2⇡)2

e�iqT·bT f̃j/p(x, b⇤;µb⇤ , µ
2
b⇤) D̃h/j(z, b⇤;µb⇤ , µ

2
b⇤)

⇥ exp

(
2

Z
µQ

µb⇤

dµ0

µ0


�(↵s(µ

0); 1)� ln
Q

µ0 �K(↵s(µ
0))

�
+ ln

Q2

µ2
b⇤

K̃(b⇤;µb⇤)

)

⇥ exp

⇢
�gj/p(x, bT)� gh/j(z, bT)� gK(bT) ln

✓
Q2

Q2
0

◆�
. (76)

The f̃OPE
j/p

and D̃OPE
h/j

on the first line are the TMD pdfs and ↵s in bT-space, expanded and truncated in an operator

product expansion. The �, �K and K̃ are the usual evolution kernels. The “b⇤” method has been used to regulate
f̃OPE
j/p

, D̃OPE
h/j

, and K̃ at large bT. (See reviews of the b⇤ method in Sec. IXA of [16] and in Sec. VIII of [58].) The
most common choice for a functional form for b⇤ is

b⇤(bT) =
bTp

1 + b2T/b
2
max

, (77)

where bmax is a transverse size scale that demarcates a separation between large and small transverse size regions. In
principle, both the functional form of Eq. (77) and the value of bmax are completely arbitrary, but a small bmax justifies
the use of the OPE on the first line of Eq. (74); the error term in the approximation in Eq. (74) is suppressed by
powers of mbmax. All of the nonperturbative transverse momentum dependence is contained in the bT-space functions
gj/p, gh/j , and gK , whose definitions in terms of the more fundamental correlation functions are

�gj/p(x, bT) ⌘ ln

 
f̃j/p(x, bT;µQ0 , Q

2
0)

f̃j/p(x, b⇤;µQ0 , Q
2
0)

!
, �gh/j(z, bT) ⌘ ln

 
D̃h/j(z, bT;µQ0 , Q

2
0)

D̃h/j(z, b⇤;µQ0 , Q
2
0)

!
, (78)

and

gK(bT) ⌘ K̃(b⇤;µ)� K̃(bT;µ) . (79)

Precise definitions for g functions, b*(bT) is a transition 
function bounded by some bmax. Note that b* dependence cancels 
exactly. It is really unimportant which b* we choose.
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on the first line are the TMD pdfs and ↵s in bT-space, expanded and truncated in an operator

product expansion. The �, �K and K̃ are the usual evolution kernels. The “b⇤” method has been used to regulate
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where bmax is a transverse size scale that demarcates a separation between large and small transverse size regions. In
principle, both the functional form of Eq. (77) and the value of bmax are completely arbitrary, but a small bmax justifies
the use of the OPE on the first line of Eq. (74); the error term in the approximation in Eq. (74) is suppressed by
powers of mbmax. All of the nonperturbative transverse momentum dependence is contained in the bT-space functions
gj/p, gh/j , and gK , whose definitions in terms of the more fundamental correlation functions are
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ST for

our calculation of the fixed order structure function. We will see in later sections that the e↵ect of switching between
the two is small relative to the overall improvements from using the HSO approach. An interesting question for the
future is whether calculations of FFO can be improved by switching to a cuto↵ scheme for the collinear functions, but
we leave this to future work.
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Use of OPE introduces errors. Must keep bmax reasonably small.
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where bmax is a transverse size scale that demarcates a separation between large and small transverse size regions. In
principle, both the functional form of Eq. (78) and the value of bmax are completely arbitrary, but a small bmax justifies
the use of the OPE on the first line of Eq. (74); the error term in the approximation in Eq. (74) is suppressed by
powers of mbmax. All of the nonperturbative transverse momentum dependence is contained in the bT-space functions
gj/p, gh/j , and gK , whose definitions in terms of the more fundamental correlation functions are
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and

gK(bT) ⌘ K̃(b⇤;µ)� K̃(bT;µ) . (80)

Conventional methods replace each of the g-functions, gj/p, gh/j , and gK , by an ansatz, with parameters to be
fitted from measurements. The simplest and most common choices (e.g. [59–61]) are based on simple power laws like

gj/p(x, bT) =
1

4
M2

F
b2T , gh/j(z, bT) =

1

4 z2
M2

D
b2T (81)

for the input nonperturbative functions, where MF and MD are fit parameters. For the CS kernel, common
parametrizations are

gK(bT) =
1

2
M2

K
b2T or gK(bT) =

g2
2M2

K

ln
�
1 +M2

K
b2T
�
, (82)

where MK and g2 are fit parameters. The first of these functional forms is common in typical applications, but it
conflicts with the expectation that evolution is slow at moderate Q [62, 63]. As a result, it was suggested in Ref. [56]
that gK(bT) should exhibit very nearly constant behavior at large bT, a behavior closely modeled by a logarithmic
function. More complex fit parametrization ansatzes for all the g-functions have been introduced more recently (see
for instance Refs. [64, 65]), but the general approach of taking combinations of simple functional forms that reduce
to power law behavior at small bT is similar to the above.

Note that, in the b⇤-approach, before any truncation approximations are made, the product of TMD correlation
functions must satisfy

d

dbmax

⇥
fj/p, Dh/j

⇤
= O (mbmax) . (83)

That is, dependence on bmax or on the form of b⇤(bT) must be a negligible power correction for reasonably small
bmax.3 In calculations at a specific order in ↵s, violations of Eq. (83) may enter only through neglected higher orders
in ↵s. A significant violation of Eq. (83) in a TMD parametrization may indicate either that higher orders need to
be included, or that bmax has been chosen to be too large. A failure to find a negligible right side of Eq. (83) is thus
a useful diagnostic tool.

We will label structure functions calculated in the conventional approach by FTMD
ST , with “ST” for “standard,”

and we will use this notation regardless of whichever specific model is used for the g-functions. What makes an
approach “conventional” in the sense that we mean in this paper is that it imposes no extra, additional constraints
on the g-functions to ensure consistent matching with collinear factorization. Specifically, the ansatzes of traditional
approaches do not explicitly enforce the integral connection between collinear and TMD pdfs and ↵s in Eq. (2), or
guarantee a smooth interpolation to the large kT collinear factorization region.

In the following numerical examples, we will use CTEQ6.6 pdfs [66] (central values) and MAPFF1.0 ↵s for ⇡+ [67]
(avergage over replicas), implemented in LHAPDF6 [68]. We postpone a more detailed analysis that includes the
uncertainty associated with the chosen LHAPDF6 sets for a later publication. For the purpose of this paper, we
e↵ectively assume “complete knowledge” of the collinear pdfs and ↵s in the MS scheme stressing that our main
points, and the logic behind the HSO approach, are not a↵ected by such choices. The left-hand panels of Fig. 2
show the di↵erential SIDIS cross section for Q0 = 4.0 GeV within the various di↵erent approximations discussed in
Sec. VIA and Sec. VIB, including the FTMD

ST (the TMD approximation), the FFO
ST (qT ⇡ Q approximation), and the

3
The power-suppressed errors on the right side of Eq. (83) will typically be m2b2max, but the precise power of the suppression is not

important for our present discussion.
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working order in ↵s. Therefore, one may consistently interchange cuto↵ and MS definitions, and we will use FFO
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our calculation of the fixed order structure function. We will see in later sections that the e↵ect of switching between
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future is whether calculations of FFO can be improved by switching to a cuto↵ scheme for the collinear functions, but
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f̃OPE
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where bmax is a transverse size scale that demarcates a separation between large and small transverse size regions. In
principle, both the functional form of Eq. (77) and the value of bmax are completely arbitrary, but a small bmax justifies
the use of the OPE on the first line of Eq. (74); the error term in the approximation in Eq. (74) is suppressed by
powers of mbmax. All of the nonperturbative transverse momentum dependence is contained in the bT-space functions
gj/p, gh/j , and gK , whose definitions in terms of the more fundamental correlation functions are
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working order in ↵s. Therefore, one may consistently interchange cuto↵ and MS definitions, and we will use FFO
ST for

our calculation of the fixed order structure function. We will see in later sections that the e↵ect of switching between
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Conventional methods replace each of the g-functions, gj/p, gh/j , and gK , by an ansatz, with parameters to be
fitted from measurements. The simplest and most common choices (e.g. [59–61]) are based on simple power laws like
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where MK and g2 are fit parameters. The first of these functional forms is common in typical applications, but it
conflicts with the expectation that evolution is slow at moderate Q [62, 63]. As a result, it was suggested in Ref. [56]
that gK(bT) should exhibit very nearly constant behavior at large bT, a behavior closely modeled by a logarithmic
function. More complex fit parametrization ansatzes for all the g-functions have been introduced more recently (see
for instance Refs. [64, 65]), but the general approach of taking combinations of simple functional forms that reduce
to power law behavior at small bT is similar to the above.

Note that, in the b⇤-approach, before any truncation approximations are made, the product of TMD correlation
functions must satisfy
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dbmax
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That is, dependence on bmax or on the form of b⇤(bT) must be a negligible power correction for reasonably small
bmax.3 In calculations at a specific order in ↵s, violations of Eq. (83) may enter only through neglected higher orders
in ↵s. A significant violation of Eq. (83) in a TMD parametrization may indicate either that higher orders need to
be included, or that bmax has been chosen to be too large. A failure to find a negligible right side of Eq. (83) is thus
a useful diagnostic tool.

We will label structure functions calculated in the conventional approach by FTMD
ST , with “ST” for “standard,”

and we will use this notation regardless of whichever specific model is used for the g-functions. What makes an
approach “conventional” in the sense that we mean in this paper is that it imposes no extra, additional constraints
on the g-functions to ensure consistent matching with collinear factorization. Specifically, the ansatzes of traditional
approaches do not explicitly enforce the integral connection between collinear and TMD pdfs and ↵s in Eq. (2), or
guarantee a smooth interpolation to the large kT collinear factorization region.

In the following numerical examples, we will use CTEQ6.6 pdfs [66] (central values) and MAPFF1.0 ↵s for ⇡+ [67]
(avergage over replicas), implemented in LHAPDF6 [68]. We postpone a more detailed analysis that includes the
uncertainty associated with the chosen LHAPDF6 sets for a later publication. For the purpose of this paper, we
e↵ectively assume “complete knowledge” of the collinear pdfs and ↵s in the MS scheme stressing that our main
points, and the logic behind the HSO approach, are not a↵ected by such choices. The left-hand panels of Fig. 2
show the di↵erential SIDIS cross section for Q0 = 4.0 GeV within the various di↵erent approximations discussed in
Sec. VIA and Sec. VIB, including the FTMD

ST (the TMD approximation), the FFO
ST (qT ⇡ Q approximation), and the

3
The power-suppressed errors on the right side of Eq. (83) will typically be m2b2max, but the precise power of the suppression is not

important for our present discussion.
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where bmax is a transverse size scale that demarcates a separation between large and small transverse size regions. In
principle, both the functional form of Eq. (78) and the value of bmax are completely arbitrary, but a small bmax justifies
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function. More complex fit parametrization ansatzes for all the g-functions have been introduced more recently (see
for instance Refs. [64, 65]), but the general approach of taking combinations of simple functional forms that reduce
to power law behavior at small bT is similar to the above.

Note that, in the b⇤-approach, before any truncation approximations are made, the product of TMD correlation
functions must satisfy
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That is, dependence on bmax or on the form of b⇤(bT) must be a negligible power correction for reasonably small
bmax.3 In calculations at a specific order in ↵s, violations of Eq. (83) may enter only through neglected higher orders
in ↵s. A significant violation of Eq. (83) in a TMD parametrization may indicate either that higher orders need to
be included, or that bmax has been chosen to be too large. A failure to find a negligible right side of Eq. (83) is thus
a useful diagnostic tool.

We will label structure functions calculated in the conventional approach by FTMD
ST , with “ST” for “standard,”

and we will use this notation regardless of whichever specific model is used for the g-functions. What makes an
approach “conventional” in the sense that we mean in this paper is that it imposes no extra, additional constraints
on the g-functions to ensure consistent matching with collinear factorization. Specifically, the ansatzes of traditional
approaches do not explicitly enforce the integral connection between collinear and TMD pdfs and ↵s in Eq. (2), or
guarantee a smooth interpolation to the large kT collinear factorization region.

In the following numerical examples, we will use CTEQ6.6 pdfs [66] (central values) and MAPFF1.0 ↵s for ⇡+ [67]
(avergage over replicas), implemented in LHAPDF6 [68]. We postpone a more detailed analysis that includes the
uncertainty associated with the chosen LHAPDF6 sets for a later publication. For the purpose of this paper, we
e↵ectively assume “complete knowledge” of the collinear pdfs and ↵s in the MS scheme stressing that our main
points, and the logic behind the HSO approach, are not a↵ected by such choices. The left-hand panels of Fig. 2
show the di↵erential SIDIS cross section for Q0 = 4.0 GeV within the various di↵erent approximations discussed in
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where bmax is a transverse size scale that demarcates a separation between large and small transverse size regions. In
principle, both the functional form of Eq. (78) and the value of bmax are completely arbitrary, but a small bmax justifies
the use of the OPE on the first line of Eq. (74); the error term in the approximation in Eq. (74) is suppressed by
powers of mbmax. All of the nonperturbative transverse momentum dependence is contained in the bT-space functions
gj/p, gh/j , and gK , whose definitions in terms of the more fundamental correlation functions are
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Conventional methods replace each of the g-functions, gj/p, gh/j , and gK , by an ansatz, with parameters to be
fitted from measurements. The simplest and most common choices (e.g. [59–61]) are based on simple power laws like
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where MK and g2 are fit parameters. The first of these functional forms is common in typical applications, but it
conflicts with the expectation that evolution is slow at moderate Q [62, 63]. As a result, it was suggested in Ref. [56]
that gK(bT) should exhibit very nearly constant behavior at large bT, a behavior closely modeled by a logarithmic
function. More complex fit parametrization ansatzes for all the g-functions have been introduced more recently (see
for instance Refs. [64, 65]), but the general approach of taking combinations of simple functional forms that reduce
to power law behavior at small bT is similar to the above.

Note that, in the b⇤-approach, before any truncation approximations are made, the product of TMD correlation
functions must satisfy
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That is, dependence on bmax or on the form of b⇤(bT) must be a negligible power correction for reasonably small
bmax.3 In calculations at a specific order in ↵s, violations of Eq. (83) may enter only through neglected higher orders
in ↵s. A significant violation of Eq. (83) in a TMD parametrization may indicate either that higher orders need to
be included, or that bmax has been chosen to be too large. A failure to find a negligible right side of Eq. (83) is thus
a useful diagnostic tool.

We will label structure functions calculated in the conventional approach by FTMD
ST , with “ST” for “standard,”

and we will use this notation regardless of whichever specific model is used for the g-functions. What makes an
approach “conventional” in the sense that we mean in this paper is that it imposes no extra, additional constraints
on the g-functions to ensure consistent matching with collinear factorization. Specifically, the ansatzes of traditional
approaches do not explicitly enforce the integral connection between collinear and TMD pdfs and ↵s in Eq. (2), or
guarantee a smooth interpolation to the large kT collinear factorization region.

In the following numerical examples, we will use CTEQ6.6 pdfs [66] (central values) and MAPFF1.0 ↵s for ⇡+ [67]
(avergage over replicas), implemented in LHAPDF6 [68]. We postpone a more detailed analysis that includes the
uncertainty associated with the chosen LHAPDF6 sets for a later publication. For the purpose of this paper, we
e↵ectively assume “complete knowledge” of the collinear pdfs and ↵s in the MS scheme stressing that our main
points, and the logic behind the HSO approach, are not a↵ected by such choices. The left-hand panels of Fig. 2
show the di↵erential SIDIS cross section for Q0 = 4.0 GeV within the various di↵erent approximations discussed in
Sec. VIA and Sec. VIB, including the FTMD
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where bmax is a transverse size scale that demarcates a separation between large and small transverse size regions. In
principle, both the functional form of Eq. (78) and the value of bmax are completely arbitrary, but a small bmax justifies
the use of the OPE on the first line of Eq. (74); the error term in the approximation in Eq. (74) is suppressed by
powers of mbmax. All of the nonperturbative transverse momentum dependence is contained in the bT-space functions
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where MK and g2 are fit parameters. The first of these functional forms is common in typical applications, but it
conflicts with the expectation that evolution is slow at moderate Q [62, 63]. As a result, it was suggested in Ref. [56]
that gK(bT) should exhibit very nearly constant behavior at large bT, a behavior closely modeled by a logarithmic
function. More complex fit parametrization ansatzes for all the g-functions have been introduced more recently (see
for instance Refs. [64, 65]), but the general approach of taking combinations of simple functional forms that reduce
to power law behavior at small bT is similar to the above.

Note that, in the b⇤-approach, before any truncation approximations are made, the product of TMD correlation
functions must satisfy
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That is, dependence on bmax or on the form of b⇤(bT) must be a negligible power correction for reasonably small
bmax.3 In calculations at a specific order in ↵s, violations of Eq. (83) may enter only through neglected higher orders
in ↵s. A significant violation of Eq. (83) in a TMD parametrization may indicate either that higher orders need to
be included, or that bmax has been chosen to be too large. A failure to find a negligible right side of Eq. (83) is thus
a useful diagnostic tool.

We will label structure functions calculated in the conventional approach by FTMD
ST , with “ST” for “standard,”

and we will use this notation regardless of whichever specific model is used for the g-functions. What makes an
approach “conventional” in the sense that we mean in this paper is that it imposes no extra, additional constraints
on the g-functions to ensure consistent matching with collinear factorization. Specifically, the ansatzes of traditional
approaches do not explicitly enforce the integral connection between collinear and TMD pdfs and ↵s in Eq. (2), or
guarantee a smooth interpolation to the large kT collinear factorization region.

In the following numerical examples, we will use CTEQ6.6 pdfs [66] (central values) and MAPFF1.0 ↵s for ⇡+ [67]
(avergage over replicas), implemented in LHAPDF6 [68]. We postpone a more detailed analysis that includes the
uncertainty associated with the chosen LHAPDF6 sets for a later publication. For the purpose of this paper, we
e↵ectively assume “complete knowledge” of the collinear pdfs and ↵s in the MS scheme stressing that our main
points, and the logic behind the HSO approach, are not a↵ected by such choices. The left-hand panels of Fig. 2
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where bmax is a transverse size scale that demarcates a separation between large and small transverse size regions. In
principle, both the functional form of Eq. (78) and the value of bmax are completely arbitrary, but a small bmax justifies
the use of the OPE on the first line of Eq. (74); the error term in the approximation in Eq. (74) is suppressed by
powers of mbmax. All of the nonperturbative transverse momentum dependence is contained in the bT-space functions
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Conventional methods replace each of the g-functions, gj/p, gh/j , and gK , by an ansatz, with parameters to be
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where MK and g2 are fit parameters. The first of these functional forms is common in typical applications, but it
conflicts with the expectation that evolution is slow at moderate Q [62, 63]. As a result, it was suggested in Ref. [56]
that gK(bT) should exhibit very nearly constant behavior at large bT, a behavior closely modeled by a logarithmic
function. More complex fit parametrization ansatzes for all the g-functions have been introduced more recently (see
for instance Refs. [64, 65]), but the general approach of taking combinations of simple functional forms that reduce
to power law behavior at small bT is similar to the above.

Note that, in the b⇤-approach, before any truncation approximations are made, the product of TMD correlation
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That is, dependence on bmax or on the form of b⇤(bT) must be a negligible power correction for reasonably small
bmax.3 In calculations at a specific order in ↵s, violations of Eq. (83) may enter only through neglected higher orders
in ↵s. A significant violation of Eq. (83) in a TMD parametrization may indicate either that higher orders need to
be included, or that bmax has been chosen to be too large. A failure to find a negligible right side of Eq. (83) is thus
a useful diagnostic tool.

We will label structure functions calculated in the conventional approach by FTMD
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and we will use this notation regardless of whichever specific model is used for the g-functions. What makes an
approach “conventional” in the sense that we mean in this paper is that it imposes no extra, additional constraints
on the g-functions to ensure consistent matching with collinear factorization. Specifically, the ansatzes of traditional
approaches do not explicitly enforce the integral connection between collinear and TMD pdfs and ↵s in Eq. (2), or
guarantee a smooth interpolation to the large kT collinear factorization region.

In the following numerical examples, we will use CTEQ6.6 pdfs [66] (central values) and MAPFF1.0 ↵s for ⇡+ [67]
(avergage over replicas), implemented in LHAPDF6 [68]. We postpone a more detailed analysis that includes the
uncertainty associated with the chosen LHAPDF6 sets for a later publication. For the purpose of this paper, we
e↵ectively assume “complete knowledge” of the collinear pdfs and ↵s in the MS scheme stressing that our main
points, and the logic behind the HSO approach, are not a↵ected by such choices. The left-hand panels of Fig. 2
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principle, both the functional form of Eq. (78) and the value of bmax are completely arbitrary, but a small bmax justifies
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conflicts with the expectation that evolution is slow at moderate Q [62, 63]. As a result, it was suggested in Ref. [56]
that gK(bT) should exhibit very nearly constant behavior at large bT, a behavior closely modeled by a logarithmic
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where MK and g2 are fit parameters. The first of these functional forms is common in typical applications, but it
conflicts with the expectation that evolution is slow at moderate Q [62, 63]. As a result, it was suggested in Ref. [56]
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(avergage over replicas), implemented in LHAPDF6 [68]. We postpone a more detailed analysis that includes the
uncertainty associated with the chosen LHAPDF6 sets for a later publication. For the purpose of this paper, we
e↵ectively assume “complete knowledge” of the collinear pdfs and ↵s in the MS scheme stressing that our main
points, and the logic behind the HSO approach, are not a↵ected by such choices. The left-hand panels of Fig. 2
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(avergage over replicas), implemented in LHAPDF6 [68]. We postpone a more detailed analysis that includes the
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where bmax is a transverse size scale that demarcates a separation between large and small transverse size regions. In
principle, both the functional form of Eq. (78) and the value of bmax are completely arbitrary, but a small bmax justifies
the use of the OPE on the first line of Eq. (74); the error term in the approximation in Eq. (74) is suppressed by
powers of mbmax. All of the nonperturbative transverse momentum dependence is contained in the bT-space functions
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where MK and g2 are fit parameters. The first of these functional forms is common in typical applications, but it
conflicts with the expectation that evolution is slow at moderate Q [62, 63]. As a result, it was suggested in Ref. [56]
that gK(bT) should exhibit very nearly constant behavior at large bT, a behavior closely modeled by a logarithmic
function. More complex fit parametrization ansatzes for all the g-functions have been introduced more recently (see
for instance Refs. [64, 65]), but the general approach of taking combinations of simple functional forms that reduce
to power law behavior at small bT is similar to the above.

Note that, in the b⇤-approach, before any truncation approximations are made, the product of TMD correlation
functions must satisfy

d

dbmax

⇥
fj/p, Dh/j

⇤
= O (mbmax) . (83)

That is, dependence on bmax or on the form of b⇤(bT) must be a negligible power correction for reasonably small
bmax.3 In calculations at a specific order in ↵s, violations of Eq. (83) may enter only through neglected higher orders
in ↵s. A significant violation of Eq. (83) in a TMD parametrization may indicate either that higher orders need to
be included, or that bmax has been chosen to be too large. A failure to find a negligible right side of Eq. (83) is thus
a useful diagnostic tool.

We will label structure functions calculated in the conventional approach by FTMD
ST , with “ST” for “standard,”

and we will use this notation regardless of whichever specific model is used for the g-functions. What makes an
approach “conventional” in the sense that we mean in this paper is that it imposes no extra, additional constraints
on the g-functions to ensure consistent matching with collinear factorization. Specifically, the ansatzes of traditional
approaches do not explicitly enforce the integral connection between collinear and TMD pdfs and ↵s in Eq. (2), or
guarantee a smooth interpolation to the large kT collinear factorization region.

In the following numerical examples, we will use CTEQ6.6 pdfs [66] (central values) and MAPFF1.0 ↵s for ⇡+ [67]
(avergage over replicas), implemented in LHAPDF6 [68]. We postpone a more detailed analysis that includes the
uncertainty associated with the chosen LHAPDF6 sets for a later publication. For the purpose of this paper, we
e↵ectively assume “complete knowledge” of the collinear pdfs and ↵s in the MS scheme stressing that our main
points, and the logic behind the HSO approach, are not a↵ected by such choices. The left-hand panels of Fig. 2
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where MK and g2 are fit parameters. The first of these functional forms is common in typical applications, but it
conflicts with the expectation that evolution is slow at moderate Q [62, 63]. As a result, it was suggested in Ref. [56]
that gK(bT) should exhibit very nearly constant behavior at large bT, a behavior closely modeled by a logarithmic
function. More complex fit parametrization ansatzes for all the g-functions have been introduced more recently (see
for instance Refs. [64, 65]), but the general approach of taking combinations of simple functional forms that reduce
to power law behavior at small bT is similar to the above.
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In the following numerical examples, we will use CTEQ6.6 pdfs [66] (central values) and MAPFF1.0 ↵s for ⇡+ [67]
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where MK and g2 are fit parameters. The first of these functional forms is common in typical applications, but it
conflicts with the expectation that evolution is slow at moderate Q [62, 63]. As a result, it was suggested in Ref. [56]
that gK(bT) should exhibit very nearly constant behavior at large bT, a behavior closely modeled by a logarithmic
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where bmax is a transverse size scale that demarcates a separation between large and small transverse size regions. In
principle, both the functional form of Eq. (78) and the value of bmax are completely arbitrary, but a small bmax justifies
the use of the OPE on the first line of Eq. (74); the error term in the approximation in Eq. (74) is suppressed by
powers of mbmax. All of the nonperturbative transverse momentum dependence is contained in the bT-space functions
gj/p, gh/j , and gK , whose definitions in terms of the more fundamental correlation functions are
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where MK and g2 are fit parameters. The first of these functional forms is common in typical applications, but it
conflicts with the expectation that evolution is slow at moderate Q [62, 63]. As a result, it was suggested in Ref. [56]
that gK(bT) should exhibit very nearly constant behavior at large bT, a behavior closely modeled by a logarithmic
function. More complex fit parametrization ansatzes for all the g-functions have been introduced more recently (see
for instance Refs. [64, 65]), but the general approach of taking combinations of simple functional forms that reduce
to power law behavior at small bT is similar to the above.

Note that, in the b⇤-approach, before any truncation approximations are made, the product of TMD correlation
functions must satisfy
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That is, dependence on bmax or on the form of b⇤(bT) must be a negligible power correction for reasonably small
bmax.3 In calculations at a specific order in ↵s, violations of Eq. (83) may enter only through neglected higher orders
in ↵s. A significant violation of Eq. (83) in a TMD parametrization may indicate either that higher orders need to
be included, or that bmax has been chosen to be too large. A failure to find a negligible right side of Eq. (83) is thus
a useful diagnostic tool.

We will label structure functions calculated in the conventional approach by FTMD
ST , with “ST” for “standard,”

and we will use this notation regardless of whichever specific model is used for the g-functions. What makes an
approach “conventional” in the sense that we mean in this paper is that it imposes no extra, additional constraints
on the g-functions to ensure consistent matching with collinear factorization. Specifically, the ansatzes of traditional
approaches do not explicitly enforce the integral connection between collinear and TMD pdfs and ↵s in Eq. (2), or
guarantee a smooth interpolation to the large kT collinear factorization region.

In the following numerical examples, we will use CTEQ6.6 pdfs [66] (central values) and MAPFF1.0 ↵s for ⇡+ [67]
(avergage over replicas), implemented in LHAPDF6 [68]. We postpone a more detailed analysis that includes the
uncertainty associated with the chosen LHAPDF6 sets for a later publication. For the purpose of this paper, we
e↵ectively assume “complete knowledge” of the collinear pdfs and ↵s in the MS scheme stressing that our main
points, and the logic behind the HSO approach, are not a↵ected by such choices. The left-hand panels of Fig. 2
show the di↵erential SIDIS cross section for Q0 = 4.0 GeV within the various di↵erent approximations discussed in
Sec. VIA and Sec. VIB, including the FTMD

ST (the TMD approximation), the FFO
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The power-suppressed errors on the right side of Eq. (83) will typically be m2b2max, but the precise power of the suppression is not

important for our present discussion.
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✴ Constraints on TMD models and HSO 
approach.

15



✴These issues can be resolved by carefully  
constraining the TMD models.  
 

✴We work in momentum space  

✴Constraints are ultimately equivalent to those  
that one attempts to implement by means of the OPE  
(although, as we saw, this is not automatic):
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with an evolution factor

E(Q0/Q0, bT) ⌘ exp

(Z
µQ0

µQ0

dµ0
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0); 1)� ln
Q0
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�
+ ln
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K̃inpt(bT;µQ0
)

)
. (39)

Once the numerical values of parameters in D̃h/j(z, bT;µQ0 , Q
2
0) and f̃i/p(x, bT;µQ0 , Q

2
0) are determined and fixed as

above, the TMD term at any other larger scale Q is found straightforwardly by substituting these into Eq. (15).
The scale Q0 is designed to be approximately Q0 for Q ⇡ Q0, where the only important range of bT is bT & 1/Q0,

and the left and right sides of Eqs. (37)–(38) are nearly equal. For large Q (Q � Q0), the UV bT ⌧ 1/Q0 region
starts to become important and cannot be ignored. There, Q0 smoothly transitions into a ⇠ 1/bT behavior such that
RG improvement is implemented in the bT ! 0T limit. The left sides of Eqs. (37)–(38) are the parametrizations that
we labeled with underlines in Eq.(60) of Ref. [16], while the “input” functions on the left sides are to be used for
phenomenological fitting for Q ⇡ Q0. By construction, the left and right sides of Eqs. (37)–(38), as well Q0 and Q0,
di↵er negligibly in the range of bT relevant to Q ⇡ Q0 phenomenology – recall the discussion in Sec. V of [16].

For the examples implementations we will perform in Sec. VID, we will use the approximation

E(Q0/Q0, bT) ⇡ 1 , (40)

and set Q0 ! Q0, since for this paper our main focus is on the Q ⇡ Q0 region and the construction of satisfactory
parametrizations for D̃inpt,h/j(z, bT;µQ0 , Q

2
0) and f̃inpt,i/p(x, bT;µQ0 , Q

2
0). At the end of Sec. VID, we will restore the

Q0 treatment and confirm that its e↵ect is negligible at Q ⇡ Q0.
It can be seen by inspection that the input parametrizations defined in Eq. (18) and Eq. (28) are constrained to

match the perturbative large-kT collinear factorization approximations for the TMD pdfs and ↵s,
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which are good approximations to the true TMD correlation functions when kT ⇡ Q0 and Q0 � m. Equations (41)
and (42) are calculable entirely within leading power collinear factorization. The same expressions apply at any value
of Q, but for this paper we are especially interested in Q near the input scale.

IV. GAUSSIAN VERSUS SCALAR DIQUARK MODELS

The model parametrizations of the last section are still quite general. The only choices that have been made so
far are to use an additive structure to interpolate to the order-↵s perturbative tail at kT ⇡ Q0 and the choice of the
parametrization of the CS kernel in Eq. (17). Further assumptions are necessary before these parametrizations can
become useful.

Most of the e↵ort in nonperturbative modeling enters in the choices for the functional forms for Dcore,h/j(z, zkT;Q2
0)

and fcore,i/p(x,kT;Q2
0) that describe the very small kT ⇡ 0T behavior. However, many approaches to modeling or

parametrizing this region of nonperturbative TMDs already exist [26–47], and one may defer to them at this stage in
the parametrization construction. The only way these previously existing models need to be modified is by including
the interpolation to the order ↵s large-kT behavior, and by imposing integral relations analogous to Eq. (2). All that
remains is to adjust Dcore,h/j(z, zkT;Q2

0) and fcore,i/p(x,kT;Q2
0) so as to recover (at least approximately) existing

model parametrizations in the kT ⇡ 0 region. The parametersmDj,h ,mDg,h ,mfi,p ,mfg,p control the transition between
the kT model and the large kT perturbative tail.

For the purposes of this article, we will focus on two of the most commonly used models in phenomenology that
are simple to implement. The first is the Gaussian model of TMDs (see, for example, Refs.[48–50]), which is often
found to successfully describe data at lower Q. It prescribes the functions forms

fGauss
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The second model that we will consider is inspired by the popular spectator diquark model [28, 51]. For it, we adopt

2

respectively. There one reads that “the two exponential functions in our parameterisation F1 can be attributed to
two completely di↵erent underlying physics mechanisms that overlap in the region PhT ' 1.0 (GeV/c)2.”

Individual TMD pdfs and ↵s can be viewed in an analogous way. When the transverse momentum in an individual
TMD pdf is comparable to the renormalization scale µ, kT ⇡ µ ⇡

p
⇣, it is straightforward to calculate the TMD

pdf directly from its operator definition at a fixed, low order in collinear factorization. This provides a very useful
consistency check in phenomenological implementations. Namely, the parametrizations of TMD pdfs and ↵s that are
used in phenomenology must, within perturbative or power-suppressed errors, match their expressions as obtained
from fixed order collinear factorization in the large transverse momentum (kT ⇡ µ) limit as µ ! 1.

However, most implementations of TMD phenomenology from the past decade find tension between the extracted
TMD functions and their large transverse momentum limits as calculated in fixed order collinear factorization. Con-
sider, for instance, the far right panel in Fig. 6 of [10]. The pale blue dot-dashed curve is the cross section calculation
performed with TMD pdfs and ↵s (the so-called “W term” or “TMD term”). This is to be compared with the
dashed green curve (the “asymptotic” term), which represents the large transverse momentum asymptote of the cross
section, calculated theoretically in collinear factorization. In principle, consistency demands that the TMD term and
the asymptotic term approximately overlap in a range of ⇤QCD ⌧ qT ⌧ Q. As the figure illustrates, this is not the
case, at least for calculations done with standard parametrizations of collinear and TMD functions. It is only at the
extremely high energies, shown in the far left plot, that a region starts to emerge where the asymptotic and TMD
terms (very roughly) begin to overlap at intermediate transverse momentum. While the exact details of the mismatch
depend on the specifics of the implementation, the trend appears to be quite general [11–14], and it applies to other
processes where TMD factorization is often used1. The overall picture suggests that elements are still missing from
the standard way that TMD factorization gets implemented at a practical level.

A separate issue is that, for transverse momentum comparable to the hard scale (qT ⇡ Q), the small qT ⌧ Q
approximation fails and a so-called “Y -term” is needed in order to get an accurate cross section calculation. However,
the consistency problems alluded to above appear already at the level of the qT ⌧ Q contribution. In past papers,
this small-qT contribution has sometimes been called the “W -term,” and it is the contribution that involves TMD
correlation functions. It, and the TMD correlation functions from which it is composed, is the main focus of this
paper. Throughout this paper, we will call it the “TMD term” to emphasize its connection to TMD pdfs and ↵s.

In this paper, we will show how to recover consistency between the TMD term and the large-qT asymptote by using
an approach recently introduced by two of us [16]. In the process, we will diagnose some of the complications that,
in the past, have been responsible for a mismatch. One problem arises from the way one imposes constraints of the
form

fi/p(x) ⇡
Z

d2kT fi/p(x,kT) , (1)

where here there is an “⇡” rather than a strict equality because such integrals are generally ultraviolet (UV) divergent
and are only satisfied literally in a strict parton model interpretation where the pdf is a literal probability density. To
maintain a partonic interpretation, one hopes to preserve an approximate version of Eq. (1) as accurately as possible.
For a given parametrization of fi/p(x), the parameters in a model of the nonperturbative transverse momentum in
fi/p(x,kT) are constrained by Eq. (1). Now, in standard procedures for implementing the Collins-Soper-Sterman (CSS)
formalism and similar approaches to TMD factorization, the nonperturbative transverse momentum dependence is
contained within transverse coordinate space functions that are usually labeled gi/p(x, bT) (and gK(bT) for the Collins-
Soper (CS) kernel). To our knowledge, however, constraints corresponding to Eq. (1) are never directly imposed upon
the gi/p(x, bT) functions in phenomenological applications that use the g-function approach. As explained in Ref. [16],
this will in general produce mismatches between the models of nonperturbative transverse momentum and the collinear
functions fi/p(x) that are used to describe the perturbative tails. We will see with explicit examples in this paper
that the e↵ects of the mismatch can propagate in transverse momentum space and spoil the matching at intermediate
regions of transverse momentum. Although we will mainly use standard MS collinear pdfs and ↵s for the parts of
calculations that require collinear factorization, we will sometimes find it convenient in intermediate steps to work
with collinear pdfs and ↵s defined as the transverse momentum integrals of TMD pdfs and ↵s with UV cuto↵s,

f c(x;µ) ⌘ ⇡

Z
µ
2

0
dk2T fi/p(x,kT;µ; ⇣) , (2)

where µ is the usual auxiliary mass parameter associated with MS renormalization and ⇣ is the CS scale. The “c”
superscript on the left-hand side stands for “cuto↵ scheme.” As will be explained in the text, the cuto↵-defined and

1
A successful implementation of the matching, that predates modern TMD factorization theorems, was presented in [15]

1) pQCD tail

2) Integral relations
 Note collinear function 
defined with a cutoff in 
the kT integral. This 
retains a parton model 

interpretation. 

✴These issues can be resolved by carefully  
constraining the TMD models.  
 

✴We work in momentum space  

✴Constraints are ultimately equivalent to those  
that one attempts to implement by means of the OPE  
(although, as we saw, this is not automatic):

NOTE: No b* prescription

17



0) Define the input scale Q0:
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constraining the TMD models.  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smallest scale where perturbation theory
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For the TMD pdfs, the expressions are similar,

finpt,i/p(x,kT;µQ0 , Q
2
0) =

1

2⇡

1

k2T +m2
fi,p

"
Af

i/p
(x;µQ0) +Bf

i/p
(x;µQ0) ln

Q2
0

k2T +m2
fi,p

#

+
1

2⇡

1

k2T +m2
fg,p

Af,g

i/p
(x;µQ0)

+ Cf

i/p
fcore,i/p(x,kT;Q

2
0) , (28)
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↵s(µQ0)

2⇡

(
X

ii0

�i0i[Ci/i
0

� ⌦ fi0/p](x;µQ0) + [Ci/g

� ⌦ fg/p](x;µQ0)

)#
. (32)

where

Pig(x) = TF

⇥
x2 + (1� x)2

⇤
, (33)

Ci/i

� (x) = CF (1� x)� CF

⇡2

12
�(1� x) , (34)

Cg/p

� (x) = 2TFx(1� x) , (35)

Nf

i/p
⌘ 2⇡

Z 1

0
dkTkT fcore,i/p(x,kT;Q

2
0) (36)

In Eq. (28), fcore,i/p(x,kT;Q2
0) parametrizes the core peak of the TMD pdf. (We remind the reader that it is to be

understood that all explicit perturbative parts in this paper are calculated to lowest order in ↵s.)
To extend the TMD pdf and ↵ parametrizations above to account for the bT ⌧ 1/Q0 region, we transform to

transverse coordinate space and use Eq. (92) of [16] and its analog for the TMD pdf,

D̃h/j(z, bT;µQ0 , Q
2
0) = D̃inpt,h/j(z, bT;µQ0

, Q
2
0)E(Q0/Q0, bT) . (37)

f̃i/p(x, bT;µQ0 , Q
2
0) = f̃inpt,i/p(x, bT;µQ0

, Q
2
0)E(Q0/Q0, bT) . (38)

Model in the HSO approach
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where

Pqq(z) = Pq̄q̄(z) = CF


1 + z2

(1� z)+
+

3

2
� (1� z)

�
, (23)

Pgq(z) = CF

1 + (1� z)2

z
, (24)

Cq/q

� (z) = 2Pqq(z) ln z + CF (1� z)� CF

⇡2

12
�(1� z) , (25)

Cg/q

� (z) = 2Pgq(z) ln z + CF z , (26)

ND

h/j
⌘ 2⇡ z2

Z 1

0
dkTkT Dcore,h/j(z, zkT;Q

2
0) . (27)

For the TMD pdfs, the expressions are similar,

finpt,i/p(x,kT;µQ0 , Q
2
0) =

1

2⇡

1

k2T +m2
fi,p

"
Af

i/p
(x;µQ0) +Bf

i/p
(x;µQ0) ln

Q2
0

k2T +m2
fi,p

#

+
1

2⇡

1

k2T +m2
fg,p

Af,g

i/p
(x;µQ0)

+ Cf

i/p
fcore,i/p(x,kT;Q

2
0) , (28)

with the corresponding abbreviations

Af

i/p
(x;µQ0) ⌘

X

ii0

�i0i
↵s(µQ0)

⇡

⇢⇥
(Pi0i ⌦ fi0/p)(x;µQ0)

⇤
� 3CF

2
fi0/p(x;µQ0)

�
, (29)

Bf

i/p
(x;µQ0) ⌘

X

i0i

�i0i
↵s(µQ0)CF

⇡
fi0/p(x;µQ0) , (30)

Af,g

i/p
(x;µQ0) ⌘

↵s(µQ0)

⇡

⇥
(Pig ⌦ fg/p)(x;µQ0)

⇤
, (31)

Cf

i/p
⌘ 1

Nf

i/p

"
fi/p(x;µQ0)�Af

i/p
(x;µQ0) ln

✓
µQ0

mfi,p

◆
�Bf

i/p
(x;µQ0) ln

✓
µQ0

mfi,p

◆
ln

✓
Q2

0

µQ0mfi,p

◆
,

�Af,g

i/p
(x;µQ0) ln

✓
µQ0

mfg,p

◆
+

↵s(µQ0)

2⇡

(
X

ii0

�i0i[Ci/i
0

� ⌦ fi0/p](x;µQ0) + [Ci/g

� ⌦ fg/p](x;µQ0)

)#
. (32)

where

Pig(x) = TF

⇥
x2 + (1� x)2

⇤
, (33)

Ci/i

� (x) = CF (1� x)� CF

⇡2

12
�(1� x) , (34)

Cg/p

� (x) = 2TFx(1� x) , (35)

Nf

i/p
⌘ 2⇡

Z 1

0
dkTkT fcore,i/p(x,kT;Q

2
0) (36)

In Eq. (28), fcore,i/p(x,kT;Q2
0) parametrizes the core peak of the TMD pdf. (We remind the reader that it is to be

understood that all explicit perturbative parts in this paper are calculated to lowest order in ↵s.)
To extend the TMD pdf and ↵ parametrizations above to account for the bT ⌧ 1/Q0 region, we transform to

transverse coordinate space and use Eq. (92) of [16] and its analog for the TMD pdf,

D̃h/j(z, bT;µQ0 , Q
2
0) = D̃inpt,h/j(z, bT;µQ0

, Q
2
0)E(Q0/Q0, bT) . (37)

f̃i/p(x, bT;µQ0 , Q
2
0) = f̃inpt,i/p(x, bT;µQ0

, Q
2
0)E(Q0/Q0, bT) . (38)

Model in the HSO approach

Any “core” model here
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with an evolution factor

E(Q0/Q0, bT) ⌘ exp

(Z
µQ0

µQ0

dµ0

µ0


�(↵s(µ

0); 1)� ln
Q0

µ0 �K(↵s(µ
0))

�
+ ln

Q0

Q0

K̃inpt(bT;µQ0
)

)
. (39)

Once the numerical values of parameters in D̃h/j(z, bT;µQ0 , Q
2
0) and f̃i/p(x, bT;µQ0 , Q

2
0) are determined and fixed as

above, the TMD term at any other larger scale Q is found straightforwardly by substituting these into Eq. (15).
The scale Q0 is designed to be approximately Q0 for Q ⇡ Q0, where the only important range of bT is bT & 1/Q0,

and the left and right sides of Eqs. (37)–(38) are nearly equal. For large Q (Q � Q0), the UV bT ⌧ 1/Q0 region
starts to become important and cannot be ignored. There, Q0 smoothly transitions into a ⇠ 1/bT behavior such that
RG improvement is implemented in the bT ! 0T limit. The left sides of Eqs. (37)–(38) are the parametrizations that
we labeled with underlines in Eq.(60) of Ref. [16], while the “input” functions on the left sides are to be used for
phenomenological fitting for Q ⇡ Q0. By construction, the left and right sides of Eqs. (37)–(38), as well Q0 and Q0,
di↵er negligibly in the range of bT relevant to Q ⇡ Q0 phenomenology – recall the discussion in Sec. V of [16].

For the examples implementations we will perform in Sec. VID, we will use the approximation

E(Q0/Q0, bT) ⇡ 1 , (40)

and set Q0 ! Q0, since for this paper our main focus is on the Q ⇡ Q0 region and the construction of satisfactory
parametrizations for D̃inpt,h/j(z, bT;µQ0 , Q

2
0) and f̃inpt,i/p(x, bT;µQ0 , Q

2
0). At the end of Sec. VID, we will restore the

Q0 treatment and confirm that its e↵ect is negligible at Q ⇡ Q0.
It can be seen by inspection that the input parametrizations defined in Eq. (18) and Eq. (28) are constrained to

match the perturbative large-kT collinear factorization approximations for the TMD pdfs and ↵s,

Dpert
inpt,h/j(z, zkT;µQ0 , Q

2
0) =

1

2⇡z2
1

k2T


AD

h/j
(z;µQ0) +BD

h/j
(z;µQ0) ln

Q2
0

k2T

�
+

1

2⇡z2
1

k2T
AD,g

h/j
(z;µQ0) , (41)

fpert
inpt,i/p(x,kT;µQ0 , Q

2
0) =

1

2⇡

1

k2T


Af

i/p
(x;µQ0) +Bf

i/p
(x;µQ0) ln

Q2
0

k2T

�
+

1

2⇡

1

k2T
Af,g

i/p
(x;µQ0) , (42)

which are good approximations to the true TMD correlation functions when kT ⇡ Q0 and Q0 � m. Equations (41)
and (42) are calculable entirely within leading power collinear factorization. The same expressions apply at any value
of Q, but for this paper we are especially interested in Q near the input scale.

IV. GAUSSIAN VERSUS SCALAR DIQUARK MODELS

The model parametrizations of the last section are still quite general. The only choices that have been made so
far are to use an additive structure to interpolate to the order-↵s perturbative tail at kT ⇡ Q0 and the choice of the
parametrization of the CS kernel in Eq. (17). Further assumptions are necessary before these parametrizations can
become useful.

Most of the e↵ort in nonperturbative modeling enters in the choices for the functional forms for Dcore,h/j(z, zkT;Q2
0)

and fcore,i/p(x,kT;Q2
0) that describe the very small kT ⇡ 0T behavior. However, many approaches to modeling or

parametrizing this region of nonperturbative TMDs already exist [26–47], and one may defer to them at this stage in
the parametrization construction. The only way these previously existing models need to be modified is by including
the interpolation to the order ↵s large-kT behavior, and by imposing integral relations analogous to Eq. (2). All that
remains is to adjust Dcore,h/j(z, zkT;Q2

0) and fcore,i/p(x,kT;Q2
0) so as to recover (at least approximately) existing

model parametrizations in the kT ⇡ 0 region. The parametersmDj,h ,mDg,h ,mfi,p ,mfg,p control the transition between
the kT model and the large kT perturbative tail.

For the purposes of this article, we will focus on two of the most commonly used models in phenomenology that
are simple to implement. The first is the Gaussian model of TMDs (see, for example, Refs.[48–50]), which is often
found to successfully describe data at lower Q. It prescribes the functions forms

fGauss
core,i/p(x,kT;Q

2
0) =

e�k
2
T/M

2
F

⇡M2
F

, DGauss
core,h/j(z, zkT;Q

2
0) =

e�z
2
k
2
T/M

2
D

⇡M2
D

. (43)

The second model that we will consider is inspired by the popular spectator diquark model [28, 51]. For it, we adopt

examples:
9

the functional forms

fSpect
core,i/p(x,kT;Q

2
0) =

6M6
0F

⇡ (2M2
F +M2

0F)

M2
F + k2T

(M2
0F + k2T)

4
. (44)

DSpect
core,h/j(z, zkT;Q

2
0) =

2M4
0D

⇡ (M2
D +M2

0D)

M2
D + k2Tz

2

(M2
0D + k2Tz

2) 3
, (45)

The overall factors in Eqs. (43)–(45) are chosen so that ND

h/j
= Nf

i/p
= 1 in both models (recall Eq. (27) and Eq. (36)).

In later sections, it will often be convenient to work with collinear pdfs and ↵s defined as the cuto↵ transverse
momentum integrals of TMD pdfs and ↵s. Hence, we define

f c

i/p
(x;µQ) ⌘ 2⇡

Z
µQ

0
dkT kTfi/p(x,kT;µQ, Q

2) , (46)

dc
h/j

(z;µQ) ⌘ 2⇡z2
Z

µQ

0
dkT kTDh/j(z, zkT;µQ, Q

2) , (47)

where the c superscript stands for “cuto↵.” The cuto↵ definitions could be defined more generally with an upper
limit µf di↵erent from µQ, but we will keep these scales equal for the present paper. The cuto↵ and MS-renormalized
definitions are equal up to a scheme change and m2/µ2

Q
-suppressed corrections.

With our parametrizations of TMD pdfs and ↵s in the previous section, the integrals are

f c

inpt,i/p(x;µQ0) =2⇡

Z
µQ0

0
dkT kTfinpt,i/p(x,kT;µQ0 , Q

2
0) =

Cf

i/p
f c

core,i/p(x;µQ0) +
1

2
Af,g

i/p
(x;µQ0) ln

 
1 +

µ2
Q0

m2
fg,p

!

+
1

2
Af

i/p
(x;µQ0) ln

 
1 +

µ2
Q0

m2
fi,p

!
+

1

4
Bf

i/p
(x;µQ0)

"
ln2
 
m2

fi,p

Q2
0

!
� ln2

 
µ2
Q0

+m2
fi,p

Q2
0

!#

= fi/p(x;µQ0) +O

✓
↵s(µ0),

m2

Q2
0

◆
, (48)

and

dcinpt,h/j(z;µQ0) =2⇡z2
Z

µQ0

0
dkT kTDinpt,h/j(z, zkT;µQ0 , Q

2
0) =

CD

h/j
dccore,h/j(z;µQ0) +

1

2
AD,g

h/j
(z;µQ0) ln

 
1 +

µ2
Q0

m2
Dh,g

!

+
1

2
AD

h/j
(z;µQ0) ln

 
1 +

µ2
Q0

m2
Dh,j

!
+

1

4
BD

h/j
(z;µQ0)

"
ln2
 
m2

Dh,j

Q2
0

!
� ln2

 
µ2
Q0

+m2
Dh,j

Q2
0

!#

= dh/j(z;µQ0) +O

✓
↵s(µ0),

m2

Q2
0

◆
, (49)

with

f c,Gauss
core,i/p(x;µQ0 , Q

2
0) = 1� e�µ

2
Q0

/M
2
F , dc,Gauss

core,h/j(z;µQ0 , Q
2
0) = 1� e�z

2
µ
2
Q0

/M
2
D , (50)

in the case of the Gaussian model, and

f c,Spect
core,i/p(x;µQ0 , Q

2
0) = 1�

M6
0F

�
2M2

F +M2
0F + 3µ2

Q0

�

(2M2
F +M2

0F)
⇣
M2

0F + µ2
Q0

⌘
3
, (51)

dc,Spectcore,h/j(z;µQ0 , Q
2
0) = 1�

M4
0D

�
M2

D +M2
0D + 2µ2

Q0
z2
�

(M2
D +M2

0D)
⇣
M2

0D + µ2
Q0

z2
⌘

2
. (52)

in the case of the spectator model. Note that Eqs. (50)–(52) are all 1 up to (at most) m2/µ2
Q0

-suppressed errors.
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where

Pqq(z) = Pq̄q̄(z) = CF


1 + z2

(1� z)+
+

3

2
� (1� z)

�
, (23)

Pgq(z) = CF

1 + (1� z)2

z
, (24)

Cq/q

� (z) = 2Pqq(z) ln z + CF (1� z)� CF

⇡2

12
�(1� z) , (25)

Cg/q

� (z) = 2Pgq(z) ln z + CF z , (26)

ND

h/j
⌘ 2⇡ z2

Z 1

0
dkTkT Dcore,h/j(z, zkT;Q

2
0) . (27)

For the TMD pdfs, the expressions are similar,

finpt,i/p(x,kT;µQ0 , Q
2
0) =

1

2⇡

1

k2T +m2
fi,p

"
Af

i/p
(x;µQ0) +Bf

i/p
(x;µQ0) ln

Q2
0

k2T +m2
fi,p

#

+
1

2⇡

1

k2T +m2
fg,p

Af,g

i/p
(x;µQ0)

+ Cf

i/p
fcore,i/p(x,kT;Q

2
0) , (28)

with the corresponding abbreviations

Af

i/p
(x;µQ0) ⌘

X

ii0

�i0i
↵s(µQ0)

⇡

⇢⇥
(Pi0i ⌦ fi0/p)(x;µQ0)

⇤
� 3CF

2
fi0/p(x;µQ0)

�
, (29)

Bf

i/p
(x;µQ0) ⌘

X

i0i

�i0i
↵s(µQ0)CF

⇡
fi0/p(x;µQ0) , (30)

Af,g

i/p
(x;µQ0) ⌘

↵s(µQ0)

⇡

⇥
(Pig ⌦ fg/p)(x;µQ0)

⇤
, (31)

Cf

i/p
⌘ 1

Nf

i/p

"
fi/p(x;µQ0)�Af

i/p
(x;µQ0) ln

✓
µQ0

mfi,p

◆
�Bf

i/p
(x;µQ0) ln

✓
µQ0

mfi,p

◆
ln

✓
Q2

0

µQ0mfi,p

◆
,

�Af,g

i/p
(x;µQ0) ln

✓
µQ0

mfg,p

◆
+

↵s(µQ0)

2⇡

(
X

ii0

�i0i[Ci/i
0

� ⌦ fi0/p](x;µQ0) + [Ci/g

� ⌦ fg/p](x;µQ0)

)#
. (32)

where

Pig(x) = TF

⇥
x2 + (1� x)2

⇤
, (33)

Ci/i

� (x) = CF (1� x)� CF

⇡2

12
�(1� x) , (34)

Cg/p

� (x) = 2TFx(1� x) , (35)

Nf

i/p
⌘ 2⇡

Z 1

0
dkTkT fcore,i/p(x,kT;Q

2
0) (36)

In Eq. (28), fcore,i/p(x,kT;Q2
0) parametrizes the core peak of the TMD pdf. (We remind the reader that it is to be

understood that all explicit perturbative parts in this paper are calculated to lowest order in ↵s.)
To extend the TMD pdf and ↵ parametrizations above to account for the bT ⌧ 1/Q0 region, we transform to

transverse coordinate space and use Eq. (92) of [16] and its analog for the TMD pdf,

D̃h/j(z, bT;µQ0 , Q
2
0) = D̃inpt,h/j(z, bT;µQ0

, Q
2
0)E(Q0/Q0, bT) . (37)

f̃i/p(x, bT;µQ0 , Q
2
0) = f̃inpt,i/p(x, bT;µQ0

, Q
2
0)E(Q0/Q0, bT) . (38)

Model in the HSO approach

Transition between
small and large kT
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with an evolution factor

E(Q0/Q0, bT) ⌘ exp

(Z
µQ0

µQ0

dµ0

µ0


�(↵s(µ

0); 1)� ln
Q0

µ0 �K(↵s(µ
0))

�
+ ln

Q0

Q0

K̃inpt(bT;µQ0
)

)
. (39)

Once the numerical values of parameters in D̃h/j(z, bT;µQ0 , Q
2
0) and f̃i/p(x, bT;µQ0 , Q

2
0) are determined and fixed as

above, the TMD term at any other larger scale Q is found straightforwardly by substituting these into Eq. (15).
The scale Q0 is designed to be approximately Q0 for Q ⇡ Q0, where the only important range of bT is bT & 1/Q0,

and the left and right sides of Eqs. (37)–(38) are nearly equal. For large Q (Q � Q0), the UV bT ⌧ 1/Q0 region
starts to become important and cannot be ignored. There, Q0 smoothly transitions into a ⇠ 1/bT behavior such that
RG improvement is implemented in the bT ! 0T limit. The left sides of Eqs. (37)–(38) are the parametrizations that
we labeled with underlines in Eq.(60) of Ref. [16], while the “input” functions on the left sides are to be used for
phenomenological fitting for Q ⇡ Q0. By construction, the left and right sides of Eqs. (37)–(38), as well Q0 and Q0,
di↵er negligibly in the range of bT relevant to Q ⇡ Q0 phenomenology – recall the discussion in Sec. V of [16].

For the examples implementations we will perform in Sec. VID, we will use the approximation

E(Q0/Q0, bT) ⇡ 1 , (40)

and set Q0 ! Q0, since for this paper our main focus is on the Q ⇡ Q0 region and the construction of satisfactory
parametrizations for D̃inpt,h/j(z, bT;µQ0 , Q

2
0) and f̃inpt,i/p(x, bT;µQ0 , Q

2
0). At the end of Sec. VID, we will restore the

Q0 treatment and confirm that its e↵ect is negligible at Q ⇡ Q0.
It can be seen by inspection that the input parametrizations defined in Eq. (18) and Eq. (28) are constrained to

match the perturbative large-kT collinear factorization approximations for the TMD pdfs and ↵s,

Dpert
inpt,h/j(z, zkT;µQ0 , Q

2
0) =

1

2⇡z2
1

k2T


AD

h/j
(z;µQ0) +BD

h/j
(z;µQ0) ln

Q2
0

k2T

�
+

1

2⇡z2
1

k2T
AD,g

h/j
(z;µQ0) , (41)

fpert
inpt,i/p(x,kT;µQ0 , Q

2
0) =

1

2⇡

1

k2T


Af

i/p
(x;µQ0) +Bf

i/p
(x;µQ0) ln

Q2
0

k2T

�
+

1

2⇡

1

k2T
Af,g

i/p
(x;µQ0) , (42)

which are good approximations to the true TMD correlation functions when kT ⇡ Q0 and Q0 � m. Equations (41)
and (42) are calculable entirely within leading power collinear factorization. The same expressions apply at any value
of Q, but for this paper we are especially interested in Q near the input scale.

IV. GAUSSIAN VERSUS SCALAR DIQUARK MODELS

The model parametrizations of the last section are still quite general. The only choices that have been made so
far are to use an additive structure to interpolate to the order-↵s perturbative tail at kT ⇡ Q0 and the choice of the
parametrization of the CS kernel in Eq. (17). Further assumptions are necessary before these parametrizations can
become useful.

Most of the e↵ort in nonperturbative modeling enters in the choices for the functional forms for Dcore,h/j(z, zkT;Q2
0)

and fcore,i/p(x,kT;Q2
0) that describe the very small kT ⇡ 0T behavior. However, many approaches to modeling or

parametrizing this region of nonperturbative TMDs already exist [26–47], and one may defer to them at this stage in
the parametrization construction. The only way these previously existing models need to be modified is by including
the interpolation to the order ↵s large-kT behavior, and by imposing integral relations analogous to Eq. (2). All that
remains is to adjust Dcore,h/j(z, zkT;Q2

0) and fcore,i/p(x,kT;Q2
0) so as to recover (at least approximately) existing

model parametrizations in the kT ⇡ 0 region. The parametersmDj,h ,mDg,h ,mfi,p ,mfg,p control the transition between
the kT model and the large kT perturbative tail.

For the purposes of this article, we will focus on two of the most commonly used models in phenomenology that
are simple to implement. The first is the Gaussian model of TMDs (see, for example, Refs.[48–50]), which is often
found to successfully describe data at lower Q. It prescribes the functions forms

fGauss
core,i/p(x,kT;Q

2
0) =

e�k
2
T/M

2
F

⇡M2
F

, DGauss
core,h/j(z, zkT;Q

2
0) =

e�z
2
k
2
T/M

2
D

⇡M2
D

. (43)

The second model that we will consider is inspired by the popular spectator diquark model [28, 51]. For it, we adopt

Behaves as the pQCD tail, for large kT

21
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where

Pqq(z) = Pq̄q̄(z) = CF


1 + z2

(1� z)+
+

3

2
� (1� z)

�
, (23)

Pgq(z) = CF

1 + (1� z)2

z
, (24)

Cq/q

� (z) = 2Pqq(z) ln z + CF (1� z)� CF

⇡2

12
�(1� z) , (25)

Cg/q

� (z) = 2Pgq(z) ln z + CF z , (26)

ND

h/j
⌘ 2⇡ z2

Z 1

0
dkTkT Dcore,h/j(z, zkT;Q

2
0) . (27)

For the TMD pdfs, the expressions are similar,

finpt,i/p(x,kT;µQ0 , Q
2
0) =

1

2⇡

1

k2T +m2
fi,p

"
Af
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(x;µQ0) +Bf

i/p
(x;µQ0) ln
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+
1
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1

k2T +m2
fg,p

Af,g

i/p
(x;µQ0)

+ Cf

i/p
fcore,i/p(x,kT;Q

2
0) , (28)

with the corresponding abbreviations

Af
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(x;µQ0) ⌘
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↵s(µQ0)

⇡

⇢⇥
(Pi0i ⌦ fi0/p)(x;µQ0)

⇤
� 3CF

2
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�
, (29)

Bf

i/p
(x;µQ0) ⌘

X
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↵s(µQ0)CF

⇡
fi0/p(x;µQ0) , (30)

Af,g

i/p
(x;µQ0) ⌘

↵s(µQ0)

⇡

⇥
(Pig ⌦ fg/p)(x;µQ0)

⇤
, (31)

Cf
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Nf
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i/p
(x;µQ0) ln

✓
µQ0

mfi,p

◆
�Bf

i/p
(x;µQ0) ln

✓
µQ0

mfi,p

◆
ln

✓
Q2

0

µQ0mfi,p

◆
,

�Af,g

i/p
(x;µQ0) ln

✓
µQ0

mfg,p
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+

↵s(µQ0)
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(
X

ii0

�i0i[Ci/i
0

� ⌦ fi0/p](x;µQ0) + [Ci/g

� ⌦ fg/p](x;µQ0)
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. (32)

where

Pig(x) = TF

⇥
x2 + (1� x)2

⇤
, (33)

Ci/i

� (x) = CF (1� x)� CF

⇡2

12
�(1� x) , (34)

Cg/p

� (x) = 2TFx(1� x) , (35)

Nf

i/p
⌘ 2⇡

Z 1

0
dkTkT fcore,i/p(x,kT;Q

2
0) (36)

In Eq. (28), fcore,i/p(x,kT;Q2
0) parametrizes the core peak of the TMD pdf. (We remind the reader that it is to be

understood that all explicit perturbative parts in this paper are calculated to lowest order in ↵s.)
To extend the TMD pdf and ↵ parametrizations above to account for the bT ⌧ 1/Q0 region, we transform to

transverse coordinate space and use Eq. (92) of [16] and its analog for the TMD pdf,

D̃h/j(z, bT;µQ0 , Q
2
0) = D̃inpt,h/j(z, bT;µQ0

, Q
2
0)E(Q0/Q0, bT) . (37)

f̃i/p(x, bT;µQ0 , Q
2
0) = f̃inpt,i/p(x, bT;µQ0

, Q
2
0)E(Q0/Q0, bT) . (38)

Model in the HSO approach

Determined by the 
integral relation

2

respectively. There one reads that “the two exponential functions in our parameterisation F1 can be attributed to
two completely di↵erent underlying physics mechanisms that overlap in the region PhT ' 1.0 (GeV/c)2.”

Individual TMD pdfs and ↵s can be viewed in an analogous way. When the transverse momentum in an individual
TMD pdf is comparable to the renormalization scale µ, kT ⇡ µ ⇡

p
⇣, it is straightforward to calculate the TMD

pdf directly from its operator definition at a fixed, low order in collinear factorization. This provides a very useful
consistency check in phenomenological implementations. Namely, the parametrizations of TMD pdfs and ↵s that are
used in phenomenology must, within perturbative or power-suppressed errors, match their expressions as obtained
from fixed order collinear factorization in the large transverse momentum (kT ⇡ µ) limit as µ ! 1.

However, most implementations of TMD phenomenology from the past decade find tension between the extracted
TMD functions and their large transverse momentum limits as calculated in fixed order collinear factorization. Con-
sider, for instance, the far right panel in Fig. 6 of [10]. The pale blue dot-dashed curve is the cross section calculation
performed with TMD pdfs and ↵s (the so-called “W term” or “TMD term”). This is to be compared with the
dashed green curve (the “asymptotic” term), which represents the large transverse momentum asymptote of the cross
section, calculated theoretically in collinear factorization. In principle, consistency demands that the TMD term and
the asymptotic term approximately overlap in a range of ⇤QCD ⌧ qT ⌧ Q. As the figure illustrates, this is not the
case, at least for calculations done with standard parametrizations of collinear and TMD functions. It is only at the
extremely high energies, shown in the far left plot, that a region starts to emerge where the asymptotic and TMD
terms (very roughly) begin to overlap at intermediate transverse momentum. While the exact details of the mismatch
depend on the specifics of the implementation, the trend appears to be quite general [11–14], and it applies to other
processes where TMD factorization is often used1. The overall picture suggests that elements are still missing from
the standard way that TMD factorization gets implemented at a practical level.

A separate issue is that, for transverse momentum comparable to the hard scale (qT ⇡ Q), the small qT ⌧ Q
approximation fails and a so-called “Y -term” is needed in order to get an accurate cross section calculation. However,
the consistency problems alluded to above appear already at the level of the qT ⌧ Q contribution. In past papers,
this small-qT contribution has sometimes been called the “W -term,” and it is the contribution that involves TMD
correlation functions. It, and the TMD correlation functions from which it is composed, is the main focus of this
paper. Throughout this paper, we will call it the “TMD term” to emphasize its connection to TMD pdfs and ↵s.

In this paper, we will show how to recover consistency between the TMD term and the large-qT asymptote by using
an approach recently introduced by two of us [16]. In the process, we will diagnose some of the complications that,
in the past, have been responsible for a mismatch. One problem arises from the way one imposes constraints of the
form

fi/p(x) ⇡
Z

d2kT fi/p(x,kT) , (1)

where here there is an “⇡” rather than a strict equality because such integrals are generally ultraviolet (UV) divergent
and are only satisfied literally in a strict parton model interpretation where the pdf is a literal probability density. To
maintain a partonic interpretation, one hopes to preserve an approximate version of Eq. (1) as accurately as possible.
For a given parametrization of fi/p(x), the parameters in a model of the nonperturbative transverse momentum in
fi/p(x,kT) are constrained by Eq. (1). Now, in standard procedures for implementing the Collins-Soper-Sterman (CSS)
formalism and similar approaches to TMD factorization, the nonperturbative transverse momentum dependence is
contained within transverse coordinate space functions that are usually labeled gi/p(x, bT) (and gK(bT) for the Collins-
Soper (CS) kernel). To our knowledge, however, constraints corresponding to Eq. (1) are never directly imposed upon
the gi/p(x, bT) functions in phenomenological applications that use the g-function approach. As explained in Ref. [16],
this will in general produce mismatches between the models of nonperturbative transverse momentum and the collinear
functions fi/p(x) that are used to describe the perturbative tails. We will see with explicit examples in this paper
that the e↵ects of the mismatch can propagate in transverse momentum space and spoil the matching at intermediate
regions of transverse momentum. Although we will mainly use standard MS collinear pdfs and ↵s for the parts of
calculations that require collinear factorization, we will sometimes find it convenient in intermediate steps to work
with collinear pdfs and ↵s defined as the transverse momentum integrals of TMD pdfs and ↵s with UV cuto↵s,

f c(x;µ) ⌘ ⇡

Z
µ
2

0
dk2T fi/p(x,kT;µ; ⇣) , (2)

where µ is the usual auxiliary mass parameter associated with MS renormalization and ⇣ is the CS scale. The “c”
superscript on the left-hand side stands for “cuto↵ scheme.” As will be explained in the text, the cuto↵-defined and

1
A successful implementation of the matching, that predates modern TMD factorization theorems, was presented in [15]
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where

Pqq(z) = Pq̄q̄(z) = CF
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, (23)
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1 + (1� z)2

z
, (24)

Cq/q

� (z) = 2Pqq(z) ln z + CF (1� z)� CF

⇡2

12
�(1� z) , (25)

Cg/q

� (z) = 2Pgq(z) ln z + CF z , (26)

ND

h/j
⌘ 2⇡ z2

Z 1

0
dkTkT Dcore,h/j(z, zkT;Q

2
0) . (27)

For the TMD pdfs, the expressions are similar,

finpt,i/p(x,kT;µQ0 , Q
2
0) =

1

2⇡

1

k2T +m2
fi,p

"
Af

i/p
(x;µQ0) +Bf
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(x;µQ0) ln
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1

2⇡
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Af,g
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2
0) , (28)

with the corresponding abbreviations

Af
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↵s(µQ0)

⇡

⇢⇥
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⇤
� 3CF
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, (29)

Bf
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(x;µQ0) ⌘
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↵s(µQ0)CF
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fi0/p(x;µQ0) , (30)
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(x;µQ0) ⌘

↵s(µQ0)

⇡

⇥
(Pig ⌦ fg/p)(x;µQ0)
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, (31)

Cf
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✓
µQ0
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ln
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(jogh: other versions of C coe↵)
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(x;µQ0)
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(x;µQ0) ln
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✓
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where

Pig(x) = TF

⇥
x2 + (1� x)2

⇤
, (34)

Ci/i

� (x) = CF (1� x)� CF

⇡2

12
�(1� x) , (35)

Cg/p

� (x) = 2TFx(1� x) , (36)

Nf

i/p
⌘ 2⇡

Z 1

0
dkTkT fcore,i/p(x,kT;Q

2
0) (37)

In Eq. (28), fcore,i/p(x,kT;Q2
0) parametrizes the core peak of the TMD pdf. (We remind the reader that it is to be

understood that all explicit perturbative parts in this paper are calculated to lowest order in ↵s.)

Integral relation

22
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where

Pqq(z) = Pq̄q̄(z) = CF
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, (23)

Pgq(z) = CF

1 + (1� z)2
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, (24)
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� (z) = 2Pqq(z) ln z + CF (1� z)� CF

⇡2

12
�(1� z) , (25)

Cg/q

� (z) = 2Pgq(z) ln z + CF z , (26)

ND

h/j
⌘ 2⇡ z2

Z 1

0
dkTkT Dcore,h/j(z, zkT;Q

2
0) . (27)

For the TMD pdfs, the expressions are similar,

finpt,i/p(x,kT;µQ0 , Q
2
0) =

1

2⇡

1

k2T +m2
fi,p

"
Af
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1
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2
0) , (28)

with the corresponding abbreviations
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↵s(µQ0)

⇡

⇢⇥
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⇤
� 3CF

2
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�
, (29)

Bf
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(x;µQ0) ⌘
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↵s(µQ0)CF
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fi0/p(x;µQ0) , (30)
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, (31)

Cf

i/p
⌘ 1

Nf

i/p

"
fi/p(x;µQ0)�Af

i/p
(x;µQ0) ln

✓
µQ0

mfi,p

◆
�Bf

i/p
(x;µQ0) ln

✓
µQ0

mfi,p

◆
ln

✓
Q2

0

µQ0mfi,p

◆
,

�Af,g

i/p
(x;µQ0) ln

✓
µQ0

mfg,p

◆
+

↵s(µQ0)

2⇡

(
X

ii0

�i0i[Ci/i
0

� ⌦ fi0/p](x;µQ0) + [Ci/g

� ⌦ fg/p](x;µQ0)

)#
. (32)

where

Pig(x) = TF

⇥
x2 + (1� x)2
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, (33)
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� (x) = CF (1� x)� CF

⇡2

12
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� (x) = 2TFx(1� x) , (35)

Nf
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0
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2
0) (36)

In Eq. (28), fcore,i/p(x,kT;Q2
0) parametrizes the core peak of the TMD pdf. (We remind the reader that it is to be

understood that all explicit perturbative parts in this paper are calculated to lowest order in ↵s.)
To extend the TMD pdf and ↵ parametrizations above to account for the bT ⌧ 1/Q0 region, we transform to

transverse coordinate space and use Eq. (92) of [16] and its analog for the TMD pdf,

D̃h/j(z, bT;µQ0 , Q
2
0) = D̃inpt,h/j(z, bT;µQ0

, Q
2
0)E(Q0/Q0, bT) . (37)

f̃i/p(x, bT;µQ0 , Q
2
0) = f̃inpt,i/p(x, bT;µQ0

, Q
2
0)E(Q0/Q0, bT) . (38)

Model in the HSO approach

2

respectively. There one reads that “the two exponential functions in our parameterisation F1 can be attributed to
two completely di↵erent underlying physics mechanisms that overlap in the region PhT ' 1.0 (GeV/c)2.”

Individual TMD pdfs and ↵s can be viewed in an analogous way. When the transverse momentum in an individual
TMD pdf is comparable to the renormalization scale µ, kT ⇡ µ ⇡

p
⇣, it is straightforward to calculate the TMD

pdf directly from its operator definition at a fixed, low order in collinear factorization. This provides a very useful
consistency check in phenomenological implementations. Namely, the parametrizations of TMD pdfs and ↵s that are
used in phenomenology must, within perturbative or power-suppressed errors, match their expressions as obtained
from fixed order collinear factorization in the large transverse momentum (kT ⇡ µ) limit as µ ! 1.

However, most implementations of TMD phenomenology from the past decade find tension between the extracted
TMD functions and their large transverse momentum limits as calculated in fixed order collinear factorization. Con-
sider, for instance, the far right panel in Fig. 6 of [10]. The pale blue dot-dashed curve is the cross section calculation
performed with TMD pdfs and ↵s (the so-called “W term” or “TMD term”). This is to be compared with the
dashed green curve (the “asymptotic” term), which represents the large transverse momentum asymptote of the cross
section, calculated theoretically in collinear factorization. In principle, consistency demands that the TMD term and
the asymptotic term approximately overlap in a range of ⇤QCD ⌧ qT ⌧ Q. As the figure illustrates, this is not the
case, at least for calculations done with standard parametrizations of collinear and TMD functions. It is only at the
extremely high energies, shown in the far left plot, that a region starts to emerge where the asymptotic and TMD
terms (very roughly) begin to overlap at intermediate transverse momentum. While the exact details of the mismatch
depend on the specifics of the implementation, the trend appears to be quite general [11–14], and it applies to other
processes where TMD factorization is often used1. The overall picture suggests that elements are still missing from
the standard way that TMD factorization gets implemented at a practical level.

A separate issue is that, for transverse momentum comparable to the hard scale (qT ⇡ Q), the small qT ⌧ Q
approximation fails and a so-called “Y -term” is needed in order to get an accurate cross section calculation. However,
the consistency problems alluded to above appear already at the level of the qT ⌧ Q contribution. In past papers,
this small-qT contribution has sometimes been called the “W -term,” and it is the contribution that involves TMD
correlation functions. It, and the TMD correlation functions from which it is composed, is the main focus of this
paper. Throughout this paper, we will call it the “TMD term” to emphasize its connection to TMD pdfs and ↵s.

In this paper, we will show how to recover consistency between the TMD term and the large-qT asymptote by using
an approach recently introduced by two of us [16]. In the process, we will diagnose some of the complications that,
in the past, have been responsible for a mismatch. One problem arises from the way one imposes constraints of the
form

fi/p(x) ⇡
Z

d2kT fi/p(x,kT) , (1)

where here there is an “⇡” rather than a strict equality because such integrals are generally ultraviolet (UV) divergent
and are only satisfied literally in a strict parton model interpretation where the pdf is a literal probability density. To
maintain a partonic interpretation, one hopes to preserve an approximate version of Eq. (1) as accurately as possible.
For a given parametrization of fi/p(x), the parameters in a model of the nonperturbative transverse momentum in
fi/p(x,kT) are constrained by Eq. (1). Now, in standard procedures for implementing the Collins-Soper-Sterman (CSS)
formalism and similar approaches to TMD factorization, the nonperturbative transverse momentum dependence is
contained within transverse coordinate space functions that are usually labeled gi/p(x, bT) (and gK(bT) for the Collins-
Soper (CS) kernel). To our knowledge, however, constraints corresponding to Eq. (1) are never directly imposed upon
the gi/p(x, bT) functions in phenomenological applications that use the g-function approach. As explained in Ref. [16],
this will in general produce mismatches between the models of nonperturbative transverse momentum and the collinear
functions fi/p(x) that are used to describe the perturbative tails. We will see with explicit examples in this paper
that the e↵ects of the mismatch can propagate in transverse momentum space and spoil the matching at intermediate
regions of transverse momentum. Although we will mainly use standard MS collinear pdfs and ↵s for the parts of
calculations that require collinear factorization, we will sometimes find it convenient in intermediate steps to work
with collinear pdfs and ↵s defined as the transverse momentum integrals of TMD pdfs and ↵s with UV cuto↵s,

f c(x;µ) ⌘ ⇡

Z
µ
2

0
dk2T fi/p(x,kT;µ; ⇣) , (2)

where µ is the usual auxiliary mass parameter associated with MS renormalization and ⇣ is the CS scale. The “c”
superscript on the left-hand side stands for “cuto↵ scheme.” As will be explained in the text, the cuto↵-defined and

1
A successful implementation of the matching, that predates modern TMD factorization theorems, was presented in [15]

Integral relation (using MS functions)
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For the TMD pdfs, the expressions are similar,
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(jogh: other versions of C coe↵)
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Determined by the 
integral relation
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For the TMD pdfs, the expressions are similar,
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In Eq. (28), fcore,i/p(x,kT;Q2
0) parametrizes the core peak of the TMD pdf. (We remind the reader that it is to be

understood that all explicit perturbative parts in this paper are calculated to lowest order in ↵s.)
To extend the TMD pdf and ↵ parametrizations above to account for the bT ⌧ 1/Q0 region, we transform to

transverse coordinate space and use Eq. (92) of [16] and its analog for the TMD pdf,
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2
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, Q
2
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2
0) = f̃inpt,i/p(x, bT;µQ0

, Q
2
0)E(Q0/Q0, bT) . (38)

In bT space

26

paper, namely in Fig. 5, we have adopted the same choice as in Appendix C of [16],

Q0(bT, a) = Q0
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�
. (A1)

The constant C1 has the usual numerical value of C1 = 2e��E ⇡ 1.123. The specific value of a used in Fig. 5 is
a = Q0.

Appendix B: TMD parametrization in bT space at the input scale

Here we list the bT-space versions of Eq. (18) and Eq. (28)
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where
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which for the Gaussian and spectator model that we use read
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In Eq. (28), fcore,i/p(x,kT;Q2
0) parametrizes the core peak of the TMD pdf. (We remind the reader that it is to be

understood that all explicit perturbative parts in this paper are calculated to lowest order in ↵s.)
To extend the TMD pdf and ↵ parametrizations above to account for the bT ⌧ 1/Q0 region, we transform to

transverse coordinate space and use Eq. (92) of [16] and its analog for the TMD pdf,
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In bT space
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paper, namely in Fig. 5, we have adopted the same choice as in Appendix C of [16],
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The constant C1 has the usual numerical value of C1 = 2e��E ⇡ 1.123. The specific value of a used in Fig. 5 is
a = Q0.
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Scale setting for evolution to large Q

47

µQ0 and Q2
0
and assuming Q � Q0:
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Then the task is to determine how to resum large logarithms of ln(kT/µQ) as kT gets small relative to Q, rather than
as kT gets large relative to Q0.

Appendix C: Scale transformation function

For the scale transition function in Eq. (42), we must arrange for the transition from ⇠ 1/bT to Q0 to occur at bT
somewhat smaller than 1/Q0 to avoid modifying the treatment of Eq. (20) in the Q ⇡ Q0 region. One choice that
satisfies this for a Q0 = 2 GeV is

Q0(bT) = Q0 GeV
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Q0bT

◆
e�a2 b2T

�
. (C1)

If we wish to adjust the exact shape in the ⇡ 1/Q0 transition region by adding a parameter as in Eq. (49), we may
modify Eq. (C1) by introducing a parameter a,

Q0(bT, a)

= 2.0 GeV
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✓
1� C1

(2.0 GeV)bT

◆
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�
. (C2)

Here the transition between the two RG scales takes place around bT ⇠ 1/a. We can use the Eq. (C2) form to check
approximate scale independence in the transition region by varying a slightly. C1 is the usual numerical constant,
C1 = 2e��E ⇡ 1.123.
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449 Q≈Q 0, where the only important range of bT is bT≳1=Q 0,
450 and the left-hand and right-hand sides of Eqs. (37) and (38)
451 are nearly equal. For large Q (Q ≫ Q 0), the UV bT≪1=Q 0

452 region starts to become important and cannot be ignored.
453 There, Q̄ 0 smoothly transitions into a∼1=bT behavior such
454 that RG improvement is implemented in the bT → 0T limit.
455 The left-hand sides of Eqs. (37) and (38) are the para-
456 metrizations that we labeled with underlines in Eq. (60) of
457 Ref. [16], while the “input” functions on the left-hand sides
458 are to be used for phenomenological fitting for Q ≈Q 0. By
459 construction, the left-hand and right-hand sides of Eqs. (37)
460 and (38), as well Q 0 and Q̄ 0, differ negligibly in the range

461of bT relevant to Q ≈Q 0 phenomenology—recall the
462discussion in Sec. V of [16].
463For the examples implementations we will perform in
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470treatment and confirm that its effect is negligible at Q ≈Q 0.
471It can be seen by inspection that the input parametriza-
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473the perturbative large-kT collinear factorization approxi-
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2

collinear factorization treatment. The challenge is then to describe the behavior as qT decreases relative to Q.
Term-by-term in fixed order calculations there are logarithms like

⇠ ↵s(Q)n lnm
✓
Q

qT

◆
, (1)

with integer m,n > 0, that grow until they spoil truncated perturbation theory. With this as the starting point,
the natural strategy is to try to resum as many such logarithms as possible. Most traditional TMD factorization
techniques [1–3], along with soft-collinear e↵ective theory (SCET)-based approaches [4–6], as well as approaches
that directly resum transverse momentum logarithms [7–11], e↵ectively account for these types of logarithms
while also allowing for at least some contribution from nonperturbative transverse momentum in the qT ⇡ ⇤QCD

region.

2. Hadron structure and moderate Q (Type I): TMD parton distribution functions (pdfs) and fragmentation func-
tions (↵s) also feature prominently in studies whose focus is more directly on the nonperturbative structure of
hadrons. In these types of applications, the relevant hard scales tend to be at much lower Q than in Type II situa-
tions, such as the Q ⇡ few GeVs common in many semi-inclusive deep inelastic scattering (SIDIS) measurements.
It is possible to trace the origin of many of the hadron-structure oriented approaches in Type I applications
to intuitive pictures of colliding hadrons in a parton model. The hadrons, in this view, are composed entirely
of nonperturbative quark and gluon constituents [12–15], and the earliest versions of phenomenological Type I
applications usually adopted the approximation that all transverse momentum dependence is nonperturbative
in origin. As such, they could mostly ignore the role of perturbative tails at large qT and of evolution [16–19].

The Type I and Type II classification roughly follows that at Feynman, Field and Fox [20, Fig. 6]. At a formal level,
it is now very well understood that approaches to Type I and type II observables can be made equivalent. And, of
course, there is no sharp distinction between what constitutes a Type I or a type II scenario. It is possible to merge
treatments of hadron structure with the evolution formulas that were traditionally applied at much larger Q [3, 21–
24], and indeed much activity over the past decade was devoted to implementing TMD evolution, in the context of
hadron structure studies, in ways that include nonperturbative parts [25–40]. (The versions of TMD factorization and
evolution that we will focus on in this paper are those rooted in, or very similar to, the CSS formalism as described
in Ref. [3] – see also Ref. [41] for translations to other approaches.)

There are, nevertheless, some remaining open issues related to the interpretation of intrinsic nonperturbative
transverse momentum dependence that is extracted pheomenologically and its role in cross section calculations, and
these can have practical consequences. We will explain what we mean here in much more detail in the main body of
this paper. For now, we will prepare the reader by noting how some of the remaining complications originate in a
clash between the natural phenomenological strategies that are often implicit in Type I and type II situations.

Starting from a typical Type II perspective, the main issue is that large transverse momentum perturbation theory
calculations (with very large Q) receive correction terms like Eq. (1) that diverge as qT approaches zero. So, the
natural strategy is to try to resum as many transverse momentum dependent logarithms as possible as qT decreases
until one is essentially forced to incorporate a nonperturbative transverse momentum dependent component. We call
this a “top-down” view because it starts by optimizing a large qT dependence at large qT ⇡ Q in collinear perturbation
theory and then it extends it via evolution and resummation downward to more moderate Q and qT ⇡ 0.

But, as an alternative strategy, one might instead start from the perspective more common in Type I scenarios.
That is, one may begin by considering a moderate input scale Q0, low enough so that the accessible range of qT is either
comparable to Q0 and is perturbative in origin, or is smaller than Q0 and is mostly nonperturbative.1 A TMD parton
model type of description is the most natural and appropriate approach here. There is no region within the range of
0 < qT . Q0 where calculations involve large logarithms analogous to Eq. (1). Thus, for Q ⇡ Q0, the need to resum
them does not arise. The only task then is to match a nonperturbative parametrization of transverse momentum
dependence to a fixed order qT ⇡ Q0 calculation of transverse momentum dependence in collinear factorization.

However, the diverging logarithms will reappear later if we evolve to large Q. In this case, the uncontrolled
perturbation theory errors will reappear at large qT once we consider Q � Q0 where the transverse momentum region
qT � Q0 becomes accessible. The problematic logarithms are in the correlation functions that were originally defined
at the input scale, and they take the form

⇠ ↵s(Q0)
n lnm

✓
qT
Q0

◆
. (2)

1 More specifically, there exists no significant transverse momentum region where m/qT and qT/Q0 are both simultaneously small, though
each is small in some region of qT. Note that it is possible for this to be the situation even if Q0 is large enough that ↵s(Q0) is small.

Wider range of qT available 
upon evolution to large Q

47
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Then the task is to determine how to resum large logarithms of ln(kT/µQ) as kT gets small relative to Q, rather than
as kT gets large relative to Q0.

Appendix C: Scale transformation function

For the scale transition function in Eq. (42), we must arrange for the transition from ⇠ 1/bT to Q0 to occur at bT
somewhat smaller than 1/Q0 to avoid modifying the treatment of Eq. (20) in the Q ⇡ Q0 region. One choice that
satisfies this for a Q0 = 2 GeV is

Q0(bT) = Q0 GeV


1�

✓
1� C1

Q0bT

◆
e�a2 b2T

�
. (C1)

If we wish to adjust the exact shape in the ⇡ 1/Q0 transition region by adding a parameter as in Eq. (49), we may
modify Eq. (C1) by introducing a parameter a,

Q0(bT, a)

= 2.0 GeV


1�

✓
1� C1

(2.0 GeV)bT

◆
e�b2Ta2

�
. (C2)

Here the transition between the two RG scales takes place around bT ⇠ 1/a. We can use the Eq. (C2) form to check
approximate scale independence in the transition region by varying a slightly. C1 is the usual numerical constant,
C1 = 2e��E ⇡ 1.123.
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Scale transformation not really needed for pheno at Q ≈ Q0
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Asymptotic term
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Still not a good 
approximation to the 
TMD term at large qT

13

where the F structure functions are the usual ones obtained by contracting the projectors in Eq. (13) with the hadronic
tensor. In the small-qT approximation, the structure functions are expressed in terms of TMD pdfs and ↵s,

F = FTMD +O (m/Q, qT/Q) , (68)

FTMD
1 ⌘ 2 z

X

j

|H|2
j

⇥
fj/p, Dh/j

⇤
, FTMD

2 ⌘ 4 z x
X

j

|H|2
j

⇥
fj/p, Dh/j

⇤
, (69)

where the “TMD” superscript denotes the small-qT approximation. Compare Eq. (69) with Eq. (8) for the hadronic
tensor. We will use the O(↵s) hard factor |H|2

j
from Eq. (11) in any calculations below. Calculating Eq. (69) in

a specific phenomenological implementation involves making choices about how to parametrize the TMD functions
fi/p and Dh/j , including choices about nonperturbative models and/or calculations at the input scale, the order of
precision in perturbative parts, and any other approximations or assumptions used in the construction of a specific
set of parametrizations.

B. Combining large (FFO) and small (FTMD) transverse momentum calculations

Before we contrast the FTMD calculations in the conventional and HSO styles, let us review the usual steps for
merging calculations done with TMDs with purely collinear factorization calculations designed for the qT ⇡ Q region.

In the region where qT ⇡ Q, the approximations in Eq. (69) fail. However, this is the region where fixed-order
collinear factorization calculations, which use ordinary collinear pdfs and ↵s, are most reliable. We express the large-qT
fixed-order collinear approximation to the structure functions as

F = FFO +O (m/qT) , FFO =
X

i,j

dB/i ⌦ F̂ij ⌦ fj/p , (70)

where the indices i, j run over parton flavors, and the FO superscript stands for “fixed-order.” A choice must be
made for the UV scheme that defines the collinear functions fi/p and Dh/j . The most common is renormalization in

the MS scheme. The F̂ij are the partonic versions of the structure functions, and they have been calculated up to at
least O(↵2

s
) [52–54]. In our calculations, we will use O(↵s) results [9, 11, 55].

Following standard conventions, we will use the phrase “fixed order cross section” as a short hand for Eq. (67)
calculated with the large-qT approximation in Eq. (70).2 While FTMD gives an accurate treatment of the qT ⇡ m
region, and FFO provides an accurate treatment of the qT ⇡ Q region, what is ultimately needed is a factorized
expression with only O

�
m2/Q2

�
-suppressed errors point-by-point in qT. To construct it systematically, one starts by

writing the structure functions in the TMD (low-qT) approximation with the error term made explicit,

F = FTMD +
⇥
F � FTMD

⇤
. (71)

The error term in braces is only unsuppressed when qT is large relative to m. Thus, it can be calculated in collinear
factorization with only m2/q2T-suppressed errors. Since the error term itself is O

�
q2T/Q

2
�
, the result is that the overall

error is m2/Q2-suppressed point-by-point in qT. Thus, we define
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where the F structure functions are the usual ones obtained by contracting the projectors in Eq. (13) with the hadronic
tensor. In the small-qT approximation, the structure functions are expressed in terms of TMD pdfs and ↵s,

F = FTMD +O (m/Q, qT/Q) , (68)
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where the “TMD” superscript denotes the small-qT approximation. Compare Eq. (69) with Eq. (8) for the hadronic
tensor. We will use the O(↵s) hard factor |H|2

j
from Eq. (11) in any calculations below. Calculating Eq. (69) in

a specific phenomenological implementation involves making choices about how to parametrize the TMD functions
fi/p and Dh/j , including choices about nonperturbative models and/or calculations at the input scale, the order of
precision in perturbative parts, and any other approximations or assumptions used in the construction of a specific
set of parametrizations.

B. Combining large (FFO) and small (FTMD) transverse momentum calculations

Before we contrast the FTMD calculations in the conventional and HSO styles, let us review the usual steps for
merging calculations done with TMDs with purely collinear factorization calculations designed for the qT ⇡ Q region.

In the region where qT ⇡ Q, the approximations in Eq. (69) fail. However, this is the region where fixed-order
collinear factorization calculations, which use ordinary collinear pdfs and ↵s, are most reliable. We express the large-qT
fixed-order collinear approximation to the structure functions as

F = FFO +O (m/qT) , FFO =
X

i,j

dB/i ⌦ F̂ij ⌦ fj/p , (70)

where the indices i, j run over parton flavors, and the FO superscript stands for “fixed-order.” A choice must be
made for the UV scheme that defines the collinear functions fi/p and Dh/j . The most common is renormalization in

the MS scheme. The F̂ij are the partonic versions of the structure functions, and they have been calculated up to at
least O(↵2

s
) [52–54]. In our calculations, we will use O(↵s) results [9, 11, 55].

Following standard conventions, we will use the phrase “fixed order cross section” as a short hand for Eq. (67)
calculated with the large-qT approximation in Eq. (70).2 While FTMD gives an accurate treatment of the qT ⇡ m
region, and FFO provides an accurate treatment of the qT ⇡ Q region, what is ultimately needed is a factorized
expression with only O
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m2/Q2

�
-suppressed errors point-by-point in qT. To construct it systematically, one starts by

writing the structure functions in the TMD (low-qT) approximation with the error term made explicit,

F = FTMD +
⇥
F � FTMD

⇤
. (71)

The error term in braces is only unsuppressed when qT is large relative to m. Thus, it can be calculated in collinear
factorization with only m2/q2T-suppressed errors. Since the error term itself is O

�
q2T/Q

2
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, the result is that the overall

error is m2/Q2-suppressed point-by-point in qT. Thus, we define
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where the F structure functions are the usual ones obtained by contracting the projectors in Eq. (13) with the hadronic
tensor. In the small-qT approximation, the structure functions are expressed in terms of TMD pdfs and ↵s,

F = FTMD +O (m/Q, qT/Q) , (68)
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where the “TMD” superscript denotes the small-qT approximation. Compare Eq. (69) with Eq. (8) for the hadronic
tensor. We will use the O(↵s) hard factor |H|2

j
from Eq. (11) in any calculations below. Calculating Eq. (69) in

a specific phenomenological implementation involves making choices about how to parametrize the TMD functions
fi/p and Dh/j , including choices about nonperturbative models and/or calculations at the input scale, the order of
precision in perturbative parts, and any other approximations or assumptions used in the construction of a specific
set of parametrizations.

B. Combining large (FFO) and small (FTMD) transverse momentum calculations

Before we contrast the FTMD calculations in the conventional and HSO styles, let us review the usual steps for
merging calculations done with TMDs with purely collinear factorization calculations designed for the qT ⇡ Q region.

In the region where qT ⇡ Q, the approximations in Eq. (69) fail. However, this is the region where fixed-order
collinear factorization calculations, which use ordinary collinear pdfs and ↵s, are most reliable. We express the large-qT
fixed-order collinear approximation to the structure functions as

F = FFO +O (m/qT) , FFO =
X

i,j

dB/i ⌦ F̂ij ⌦ fj/p , (70)

where the indices i, j run over parton flavors, and the FO superscript stands for “fixed-order.” A choice must be
made for the UV scheme that defines the collinear functions fi/p and Dh/j . The most common is renormalization in

the MS scheme. The F̂ij are the partonic versions of the structure functions, and they have been calculated up to at
least O(↵2

s
) [52–54]. In our calculations, we will use O(↵s) results [9, 11, 55].

Following standard conventions, we will use the phrase “fixed order cross section” as a short hand for Eq. (67)
calculated with the large-qT approximation in Eq. (70).2 While FTMD gives an accurate treatment of the qT ⇡ m
region, and FFO provides an accurate treatment of the qT ⇡ Q region, what is ultimately needed is a factorized
expression with only O

�
m2/Q2

�
-suppressed errors point-by-point in qT. To construct it systematically, one starts by

writing the structure functions in the TMD (low-qT) approximation with the error term made explicit,

F = FTMD +
⇥
F � FTMD

⇤
. (71)

The error term in braces is only unsuppressed when qT is large relative to m. Thus, it can be calculated in collinear
factorization with only m2/q2T-suppressed errors. Since the error term itself is O

�
q2T/Q

2
�
, the result is that the overall

error is m2/Q2-suppressed point-by-point in qT. Thus, we define

lim
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where the F structure functions are the usual ones obtained by contracting the projectors in Eq. (13) with the hadronic
tensor. In the small-qT approximation, the structure functions are expressed in terms of TMD pdfs and ↵s,

F = FTMD +O (m/Q, qT/Q) , (68)
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where the “TMD” superscript denotes the small-qT approximation. Compare Eq. (69) with Eq. (8) for the hadronic
tensor. We will use the O(↵s) hard factor |H|2

j
from Eq. (11) in any calculations below. Calculating Eq. (69) in

a specific phenomenological implementation involves making choices about how to parametrize the TMD functions
fi/p and Dh/j , including choices about nonperturbative models and/or calculations at the input scale, the order of
precision in perturbative parts, and any other approximations or assumptions used in the construction of a specific
set of parametrizations.

B. Combining large (FFO) and small (FTMD) transverse momentum calculations

Before we contrast the FTMD calculations in the conventional and HSO styles, let us review the usual steps for
merging calculations done with TMDs with purely collinear factorization calculations designed for the qT ⇡ Q region.

In the region where qT ⇡ Q, the approximations in Eq. (69) fail. However, this is the region where fixed-order
collinear factorization calculations, which use ordinary collinear pdfs and ↵s, are most reliable. We express the large-qT
fixed-order collinear approximation to the structure functions as

F = FFO +O (m/qT) , FFO =
X

i,j

dB/i ⌦ F̂ij ⌦ fj/p , (70)

where the indices i, j run over parton flavors, and the FO superscript stands for “fixed-order.” A choice must be
made for the UV scheme that defines the collinear functions fi/p and Dh/j . The most common is renormalization in

the MS scheme. The F̂ij are the partonic versions of the structure functions, and they have been calculated up to at
least O(↵2

s
) [52–54]. In our calculations, we will use O(↵s) results [9, 11, 55].

Following standard conventions, we will use the phrase “fixed order cross section” as a short hand for Eq. (67)
calculated with the large-qT approximation in Eq. (70).2 While FTMD gives an accurate treatment of the qT ⇡ m
region, and FFO provides an accurate treatment of the qT ⇡ Q region, what is ultimately needed is a factorized
expression with only O

�
m2/Q2

�
-suppressed errors point-by-point in qT. To construct it systematically, one starts by

writing the structure functions in the TMD (low-qT) approximation with the error term made explicit,

F = FTMD +
⇥
F � FTMD

⇤
. (71)

The error term in braces is only unsuppressed when qT is large relative to m. Thus, it can be calculated in collinear
factorization with only m2/q2T-suppressed errors. Since the error term itself is O

�
q2T/Q

2
�
, the result is that the overall

error is m2/Q2-suppressed point-by-point in qT. Thus, we define
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Note that the asymptotic term of Sec. V is also calculated in fixed order perturbation theory. However, in the terminology of this section
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where the F structure functions are the usual ones obtained by contracting the projectors in Eq. (13) with the hadronic
tensor. In the small-qT approximation, the structure functions are expressed in terms of TMD pdfs and ↵s,

F = FTMD +O (m/Q, qT/Q) , (68)
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where the “TMD” superscript denotes the small-qT approximation. Compare Eq. (69) with Eq. (8) for the hadronic
tensor. We will use the O(↵s) hard factor |H|2

j
from Eq. (11) in any calculations below. Calculating Eq. (69) in

a specific phenomenological implementation involves making choices about how to parametrize the TMD functions
fi/p and Dh/j , including choices about nonperturbative models and/or calculations at the input scale, the order of
precision in perturbative parts, and any other approximations or assumptions used in the construction of a specific
set of parametrizations.

B. Combining large (FFO) and small (FTMD) transverse momentum calculations

Before we contrast the FTMD calculations in the conventional and HSO styles, let us review the usual steps for
merging calculations done with TMDs with purely collinear factorization calculations designed for the qT ⇡ Q region.

In the region where qT ⇡ Q, the approximations in Eq. (69) fail. However, this is the region where fixed-order
collinear factorization calculations, which use ordinary collinear pdfs and ↵s, are most reliable. We express the large-qT
fixed-order collinear approximation to the structure functions as

F = FFO +O (m/qT) , FFO =
X

i,j

dB/i ⌦ F̂ij ⌦ fj/p , (70)

where the indices i, j run over parton flavors, and the FO superscript stands for “fixed-order.” A choice must be
made for the UV scheme that defines the collinear functions fi/p and Dh/j . The most common is renormalization in

the MS scheme. The F̂ij are the partonic versions of the structure functions, and they have been calculated up to at
least O(↵2

s
) [52–54]. In our calculations, we will use O(↵s) results [9, 11, 55].

Following standard conventions, we will use the phrase “fixed order cross section” as a short hand for Eq. (67)
calculated with the large-qT approximation in Eq. (70).2 While FTMD gives an accurate treatment of the qT ⇡ m
region, and FFO provides an accurate treatment of the qT ⇡ Q region, what is ultimately needed is a factorized
expression with only O

�
m2/Q2

�
-suppressed errors point-by-point in qT. To construct it systematically, one starts by

writing the structure functions in the TMD (low-qT) approximation with the error term made explicit,

F = FTMD +
⇥
F � FTMD

⇤
. (71)

The error term in braces is only unsuppressed when qT is large relative to m. Thus, it can be calculated in collinear
factorization with only m2/q2T-suppressed errors. Since the error term itself is O
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q2T/Q

2
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, the result is that the overall

error is m2/Q2-suppressed point-by-point in qT. Thus, we define
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to be the qT ⇠ Q, Q ! 1 asymptote of the TMD approximation, as it is calculated in fixed order collinear
factorization. The “⇠” means the ratio q2T/Q

2 is to be held fixed as Q ! 1. Applied to Eq. (71), the structure
function becomes

F = FTMD +
⇥
FFO � FASY

⇤
+O
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m2/Q2

�
. (75)

The asymptotic term is consctructed to accurately describe the m ⌧ qT ⌧ Q region – both qT ⌧ Q and m ⌧ qT
approximations have been applied simultaneously. For this paper, this is simply Eq. (66) applied to structure functions.

A minor subtlety is that the exact form of the asymptotic term FASY depends on the details of how collinear pdfs
and ↵s are defined and on how higher order corrections in the perturbative expansion are truncated. If, in an O (↵n

s
)

calculation, for example, the cuto↵-defined pdfs and ↵s of Eq. (66) are replaced by their corresponding MS definitions,
then the resulting asymptotic terms will generally di↵er by O

�
m2/Q2

�
-suppressed and O

�
↵n+1
s

�
-suppressed amounts.

Furthermore, while FASY is in principle equal to the low-qT limit of FFO as Q ! 1, generally this is only exactly
true in calculations at the working order of perturbation theory. In calculations at a fixed Q, the two asymptotic
terms will typically di↵er by higher-order ↵s and power-suppressed terms. In other words, if FASY is calculated to
O (↵n

s
) with the cuto↵ scheme for pdfs and ↵s, and FFO,r is calculated to the same order in some other scheme r,

then one will generally find
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That is, there is a family of valid schemes for defining the exact asymptotic term at a given order, though some
schemes can be preferable to others in the context of minimizing errors. Indeed, it is the first term in Eq. (76), with
r = MS, that represents the most common approach used in the past for calculating the asymptotic term. We will
call the asymptotic term calculated using Eq. (66) FASY

HSO .
Together, the second two terms in Eq. (75) are often called the “Y -term,” and the structure function is written as

F = FTMD + Y +O (m/Q) . (79)

to emphasize the role of Y as a large-qT correction to calculations done with TMD pdfs and ↵s. Of course, the precise
value of the Y -term contribution depends on the specific version of the asymptotic term.

In conventional treatments, the fixed order term is calculated with collinear functions in the MS scheme. The
specific version of the asymptotic structure functions used is the first term in Eq. (76), so that

FFO
ST =FFO,MS, FASY

ST = lim
qT/Q!0

FFO,MS , (80)

with “ST” subscripts to indicate “standard.” We will call a calculation of the asymptotic term done in the style of
Sec. V FASY

HSO to distinguish it from Eq. (80). Since FASY
HSO is calculated with cuto↵ definitions for the collinear pdfs

and ↵s, this suggests that the cuto↵ definitions might be preferred as well for calculating FFO. However, switching
between the MS and cuto↵ schemes in FFO only produces power suppressed and perturbative errors beyond the
working order in ↵s. Therefore, one may consistently interchange cuto↵ and MS definitions, and we will use FFO

ST for
our calculation of the fixed order structure function. We will see in later sections that the e↵ect of switching between
the two is small relative to the overall improvements from using the HSO approach. An interesting question for the
future is whether calculations of FFO can be improved by switching to a cuto↵ scheme for the collinear functions, but
we leave this to future work.

C. The TMD term in the conventional treatment

The usual approach to applying TMD factorization to phenomenology has been reviewed in many places, so we
will not repeat the details here. Readers are referred to, for example, Refs. [3, 56, 57] and references therein. The
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where the F structure functions are the usual ones obtained by contracting the projectors in Eq. (13) with the hadronic
tensor. In the small-qT approximation, the structure functions are expressed in terms of TMD pdfs and ↵s,

F = FTMD +O (m/Q, qT/Q) , (68)
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where the “TMD” superscript denotes the small-qT approximation. Compare Eq. (69) with Eq. (8) for the hadronic
tensor. We will use the O(↵s) hard factor |H|2

j
from Eq. (11) in any calculations below. Calculating Eq. (69) in

a specific phenomenological implementation involves making choices about how to parametrize the TMD functions
fi/p and Dh/j , including choices about nonperturbative models and/or calculations at the input scale, the order of
precision in perturbative parts, and any other approximations or assumptions used in the construction of a specific
set of parametrizations.

B. Combining large (FFO) and small (FTMD) transverse momentum calculations

Before we contrast the FTMD calculations in the conventional and HSO styles, let us review the usual steps for
merging calculations done with TMDs with purely collinear factorization calculations designed for the qT ⇡ Q region.

In the region where qT ⇡ Q, the approximations in Eq. (69) fail. However, this is the region where fixed-order
collinear factorization calculations, which use ordinary collinear pdfs and ↵s, are most reliable. We express the large-qT
fixed-order collinear approximation to the structure functions as

F = FFO +O (m/qT) , FFO =
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i,j

dB/i ⌦ F̂ij ⌦ fj/p , (70)

where the indices i, j run over parton flavors, and the FO superscript stands for “fixed-order.” A choice must be
made for the UV scheme that defines the collinear functions fi/p and Dh/j . The most common is renormalization in

the MS scheme. The F̂ij are the partonic versions of the structure functions, and they have been calculated up to at
least O(↵2

s
) [52–54]. In our calculations, we will use O(↵s) results [9, 11, 55].

Following standard conventions, we will use the phrase “fixed order cross section” as a short hand for Eq. (67)
calculated with the large-qT approximation in Eq. (70).2 While FTMD gives an accurate treatment of the qT ⇡ m
region, and FFO provides an accurate treatment of the qT ⇡ Q region, what is ultimately needed is a factorized
expression with only O
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m2/Q2

�
-suppressed errors point-by-point in qT. To construct it systematically, one starts by

writing the structure functions in the TMD (low-qT) approximation with the error term made explicit,
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. (71)

The error term in braces is only unsuppressed when qT is large relative to m. Thus, it can be calculated in collinear
factorization with only m2/q2T-suppressed errors. Since the error term itself is O
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2
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, the result is that the overall
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lim
m/qT!0

FTMD = FASY (72)

(jogh: other asy versions)

FASY = lim
m/qT!0

FTMD (73)

FASY = lim
qT/Q!0

FFO (74)

2
Note that the asymptotic term of Sec. V is also calculated in fixed order perturbation theory. However, in the terminology of this section

“fixed order term” applies specifically to calculations done using the non-asymptotic Eq. (70).

13

where the F structure functions are the usual ones obtained by contracting the projectors in Eq. (13) with the hadronic
tensor. In the small-qT approximation, the structure functions are expressed in terms of TMD pdfs and ↵s,

F = FTMD +O (m/Q, qT/Q) , (68)
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where the “TMD” superscript denotes the small-qT approximation. Compare Eq. (69) with Eq. (8) for the hadronic
tensor. We will use the O(↵s) hard factor |H|2

j
from Eq. (11) in any calculations below. Calculating Eq. (69) in

a specific phenomenological implementation involves making choices about how to parametrize the TMD functions
fi/p and Dh/j , including choices about nonperturbative models and/or calculations at the input scale, the order of
precision in perturbative parts, and any other approximations or assumptions used in the construction of a specific
set of parametrizations.

B. Combining large (FFO) and small (FTMD) transverse momentum calculations

Before we contrast the FTMD calculations in the conventional and HSO styles, let us review the usual steps for
merging calculations done with TMDs with purely collinear factorization calculations designed for the qT ⇡ Q region.

In the region where qT ⇡ Q, the approximations in Eq. (69) fail. However, this is the region where fixed-order
collinear factorization calculations, which use ordinary collinear pdfs and ↵s, are most reliable. We express the large-qT
fixed-order collinear approximation to the structure functions as

F = FFO +O (m/qT) , FFO =
X

i,j

dB/i ⌦ F̂ij ⌦ fj/p , (70)

where the indices i, j run over parton flavors, and the FO superscript stands for “fixed-order.” A choice must be
made for the UV scheme that defines the collinear functions fi/p and Dh/j . The most common is renormalization in

the MS scheme. The F̂ij are the partonic versions of the structure functions, and they have been calculated up to at
least O(↵2

s
) [52–54]. In our calculations, we will use O(↵s) results [9, 11, 55].

Following standard conventions, we will use the phrase “fixed order cross section” as a short hand for Eq. (67)
calculated with the large-qT approximation in Eq. (70).2 While FTMD gives an accurate treatment of the qT ⇡ m
region, and FFO provides an accurate treatment of the qT ⇡ Q region, what is ultimately needed is a factorized
expression with only O

�
m2/Q2

�
-suppressed errors point-by-point in qT. To construct it systematically, one starts by

writing the structure functions in the TMD (low-qT) approximation with the error term made explicit,

F = FTMD +
⇥
F � FTMD

⇤
. (71)

The error term in braces is only unsuppressed when qT is large relative to m. Thus, it can be calculated in collinear
factorization with only m2/q2T-suppressed errors. Since the error term itself is O

�
q2T/Q

2
�
, the result is that the overall

error is m2/Q2-suppressed point-by-point in qT. Thus, we define

lim
m/qT!0

FTMD = FASY (72)

(jogh: other asy versions)

FASY = lim
m/qT!0

FTMD (73)

FASY = lim
qT/Q!0

FFO (74)
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Note that the asymptotic term of Sec. V is also calculated in fixed order perturbation theory. However, in the terminology of this section

“fixed order term” applies specifically to calculations done using the non-asymptotic Eq. (70).
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to be the qT ⇠ Q, Q ! 1 asymptote of the TMD approximation, as it is calculated in fixed order collinear
factorization. The “⇠” means the ratio q2T/Q

2 is to be held fixed as Q ! 1. Applied to Eq. (71), the structure
function becomes

F = FTMD +
⇥
FFO � FASY

⇤
+O

�
m2/Q2

�
. (75)

The asymptotic term is consctructed to accurately describe the m ⌧ qT ⌧ Q region – both qT ⌧ Q and m ⌧ qT
approximations have been applied simultaneously. For this paper, this is simply Eq. (66) applied to structure functions.

A minor subtlety is that the exact form of the asymptotic term FASY depends on the details of how collinear pdfs
and ↵s are defined and on how higher order corrections in the perturbative expansion are truncated. If, in an O (↵n

s
)

calculation, for example, the cuto↵-defined pdfs and ↵s of Eq. (66) are replaced by their corresponding MS definitions,
then the resulting asymptotic terms will generally di↵er by O

�
m2/Q2

�
-suppressed and O

�
↵n+1
s

�
-suppressed amounts.

Furthermore, while FASY is in principle equal to the low-qT limit of FFO as Q ! 1, generally this is only exactly
true in calculations at the working order of perturbation theory. In calculations at a fixed Q, the two asymptotic
terms will typically di↵er by higher-order ↵s and power-suppressed terms. In other words, if FASY is calculated to
O (↵n

s
) with the cuto↵ scheme for pdfs and ↵s, and FFO,r is calculated to the same order in some other scheme r,

then one will generally find
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FFO,r

�O(↵n
s )

�
⇥
FASY

⇤O(↵n
s ) = O

�
↵n+1
s

,m2/Q2
�
. (76)

(jogh: other verions )


lim

qT/Q!0
FFO

�O(↵n
s )

�


lim
m/qT!0

FTMD

�O(↵n
s )

=O
�
↵n+1
s

,m2/Q2
�
.

(77)


lim
qT/Q!0

FFO

�O(↵n
s )

�


lim
m/qT!0

FTMD

�O(↵n
s )

=O
�
↵n+1
s

�
. (78)

That is, there is a family of valid schemes for defining the exact asymptotic term at a given order, though some
schemes can be preferable to others in the context of minimizing errors. Indeed, it is the first term in Eq. (76), with
r = MS, that represents the most common approach used in the past for calculating the asymptotic term. We will
call the asymptotic term calculated using Eq. (66) FASY

HSO .
Together, the second two terms in Eq. (75) are often called the “Y -term,” and the structure function is written as

F = FTMD + Y +O (m/Q) . (79)

to emphasize the role of Y as a large-qT correction to calculations done with TMD pdfs and ↵s. Of course, the precise
value of the Y -term contribution depends on the specific version of the asymptotic term.

In conventional treatments, the fixed order term is calculated with collinear functions in the MS scheme. The
specific version of the asymptotic structure functions used is the first term in Eq. (76), so that

FFO
ST =FFO,MS, FASY

ST = lim
qT/Q!0

FFO,MS , (80)

with “ST” subscripts to indicate “standard.” We will call a calculation of the asymptotic term done in the style of
Sec. V FASY

HSO to distinguish it from Eq. (80). Since FASY
HSO is calculated with cuto↵ definitions for the collinear pdfs

and ↵s, this suggests that the cuto↵ definitions might be preferred as well for calculating FFO. However, switching
between the MS and cuto↵ schemes in FFO only produces power suppressed and perturbative errors beyond the
working order in ↵s. Therefore, one may consistently interchange cuto↵ and MS definitions, and we will use FFO

ST for
our calculation of the fixed order structure function. We will see in later sections that the e↵ect of switching between
the two is small relative to the overall improvements from using the HSO approach. An interesting question for the
future is whether calculations of FFO can be improved by switching to a cuto↵ scheme for the collinear functions, but
we leave this to future work.

C. The TMD term in the conventional treatment

The usual approach to applying TMD factorization to phenomenology has been reviewed in many places, so we
will not repeat the details here. Readers are referred to, for example, Refs. [3, 56, 57] and references therein. The
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where the F structure functions are the usual ones obtained by contracting the projectors in Eq. (13) with the hadronic
tensor. In the small-qT approximation, the structure functions are expressed in terms of TMD pdfs and ↵s,

F = FTMD +O (m/Q, qT/Q) , (68)
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⇤
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⇤
, (69)

where the “TMD” superscript denotes the small-qT approximation. Compare Eq. (69) with Eq. (8) for the hadronic
tensor. We will use the O(↵s) hard factor |H|2

j
from Eq. (11) in any calculations below. Calculating Eq. (69) in

a specific phenomenological implementation involves making choices about how to parametrize the TMD functions
fi/p and Dh/j , including choices about nonperturbative models and/or calculations at the input scale, the order of
precision in perturbative parts, and any other approximations or assumptions used in the construction of a specific
set of parametrizations.

B. Combining large (FFO) and small (FTMD) transverse momentum calculations

Before we contrast the FTMD calculations in the conventional and HSO styles, let us review the usual steps for
merging calculations done with TMDs with purely collinear factorization calculations designed for the qT ⇡ Q region.

In the region where qT ⇡ Q, the approximations in Eq. (69) fail. However, this is the region where fixed-order
collinear factorization calculations, which use ordinary collinear pdfs and ↵s, are most reliable. We express the large-qT
fixed-order collinear approximation to the structure functions as

F = FFO +O (m/qT) , FFO =
X

i,j

dB/i ⌦ F̂ij ⌦ fj/p , (70)

where the indices i, j run over parton flavors, and the FO superscript stands for “fixed-order.” A choice must be
made for the UV scheme that defines the collinear functions fi/p and Dh/j . The most common is renormalization in

the MS scheme. The F̂ij are the partonic versions of the structure functions, and they have been calculated up to at
least O(↵2

s
) [52–54]. In our calculations, we will use O(↵s) results [9, 11, 55].

Following standard conventions, we will use the phrase “fixed order cross section” as a short hand for Eq. (67)
calculated with the large-qT approximation in Eq. (70).2 While FTMD gives an accurate treatment of the qT ⇡ m
region, and FFO provides an accurate treatment of the qT ⇡ Q region, what is ultimately needed is a factorized
expression with only O

�
m2/Q2

�
-suppressed errors point-by-point in qT. To construct it systematically, one starts by

writing the structure functions in the TMD (low-qT) approximation with the error term made explicit,

F = FTMD +
⇥
F � FTMD

⇤
. (71)

The error term in braces is only unsuppressed when qT is large relative to m. Thus, it can be calculated in collinear
factorization with only m2/q2T-suppressed errors. Since the error term itself is O

�
q2T/Q

2
�
, the result is that the overall

error is m2/Q2-suppressed point-by-point in qT. Thus, we define

lim
m/qT!0

FTMD = FASY (72)

(jogh: other asy versions)

FASY = lim
m/qT!0

FTMD (73)

FASY = lim
qT/Q!0

FFO (74)

2
Note that the asymptotic term of Sec. V is also calculated in fixed order perturbation theory. However, in the terminology of this section

“fixed order term” applies specifically to calculations done using the non-asymptotic Eq. (70).
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where the “TMD” superscript denotes the small-qT approximation. Compare Eq. (69) with Eq. (8) for the hadronic
tensor. We will use the O(↵s) hard factor |H|2
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from Eq. (11) in any calculations below. Calculating Eq. (69) in

a specific phenomenological implementation involves making choices about how to parametrize the TMD functions
fi/p and Dh/j , including choices about nonperturbative models and/or calculations at the input scale, the order of
precision in perturbative parts, and any other approximations or assumptions used in the construction of a specific
set of parametrizations.

B. Combining large (FFO) and small (FTMD) transverse momentum calculations

Before we contrast the FTMD calculations in the conventional and HSO styles, let us review the usual steps for
merging calculations done with TMDs with purely collinear factorization calculations designed for the qT ⇡ Q region.

In the region where qT ⇡ Q, the approximations in Eq. (69) fail. However, this is the region where fixed-order
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where the indices i, j run over parton flavors, and the FO superscript stands for “fixed-order.” A choice must be
made for the UV scheme that defines the collinear functions fi/p and Dh/j . The most common is renormalization in

the MS scheme. The F̂ij are the partonic versions of the structure functions, and they have been calculated up to at
least O(↵2
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) [52–54]. In our calculations, we will use O(↵s) results [9, 11, 55].

Following standard conventions, we will use the phrase “fixed order cross section” as a short hand for Eq. (67)
calculated with the large-qT approximation in Eq. (70).2 While FTMD gives an accurate treatment of the qT ⇡ m
region, and FFO provides an accurate treatment of the qT ⇡ Q region, what is ultimately needed is a factorized
expression with only O
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-suppressed errors point-by-point in qT. To construct it systematically, one starts by

writing the structure functions in the TMD (low-qT) approximation with the error term made explicit,
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with only power suppressed corrections. We thus have

[f,D] = Dpert(z, zqT;µQ;Q
2)f c(x;µQ) +

1

z2
fpert(x,�qT;µQ;Q

2)dc(z;µQ)

+

Z
d2kT

�
fpert(x,kT � qT/2;µQ;Q

2)Dpert(z, z (kT + qT/2) ;µQ;Q
2)

�Dpert(z, zqT;µQ;Q
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2)⇥(µQ � |kT � qT/2|)

�Dpert(z, z(kT + qT/2);µQ;Q
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+O

✓
m2

q2T

◆

= [f,D]ASY +O

✓
m2

q2T

◆
(66)

Dropping the O
�
m2/q2T

�
errors gives the asymptotic term that we sought. We will denote this “asymptotic” approx-

imation by [f,D]ASY, as indicated on the last line. It is calculable entirely within collinear perturbation theory, and
it is an increasingly accurate approximate of the full cross section as qT / Q and Q ! 1. The derivation above of
Eq. (66) applies at any order of ↵s, although for this paper we will be mostly interested in O (↵s) expressions.

Notice that it is the cuto↵ definitions, Eqs. (49)–(50), for the collinear functions, and not the usual MS definitions,
that appear on the first line of Eq. (66). One recovers the full asymptotic term for the cross section by substituting
this into Eq. (8).

To specialize to the O (↵s) case at an input scale Q = Q0, with the parametrizations in Eqs. (18)–(28), one
substitutes the expressions from Eqs. (44)–(45). Equations (51) and (52) are to be used for the f c(x;µQ0) and
dc(z;µQ) on the first line of Eq. (66). If we drop O

�
↵2
s

�
and O

�
m2/Q2

�
errors, the first line then exactly matches

the more standard form of the O (↵s) asymptotic term (see, e.g., Ref. [11]).
The integral that starts on the second line of Eq. (66) is only non-zero at O

�
↵2
s

�
or higher, so it may be dropped

in a strictly O (↵s) treatment. However, there are several advantages to retaining it. One is simply that it guarantees
that, for Q = Q0, we recover the exact asymptotic kT ! Q0, m/Q0 ! 0 limit of the order-↵n

s
TMD-term. Another

is that it ensures cuto↵-invariance through the lowest non-trivial order. Recall that the cuto↵-defined pdfs and ↵s
can in general use a cuto↵ µf that di↵ers from µQ. In Eq. (66), µf dependence would appear in f c, dc, and the ⇥
functions in the integral of the last three lines. Dependence on µf enters the standard asymptotic term at order ↵2

s
,

but keeping the third term in Eq. (66) ensures that µf dependence enters [f,D]ASY only at order ↵3
s
.

VI. EXAMPLE INPUT SCALE TREATMENT

Now we turn to demonstrating how the HSO treatment described in Secs. (II)–(IV) works in practice with explicit
numerical implementations. Our purpose here is to compare the HSO treatment described thus far with the conven-
tional steps for constructing phenomenological parametrizations, and to illustrate the improvements that are gained
from using the former.

In Sec. VIA below, we will summarize the basic formulas and in Sec. VIB we will review the usual decomposition of
a transverse momentum dependent cross section into a TMD term, an asymptotic term, and a Y -term. In Sec. VIC,
we will review the conventional style of implementing TMD factorization and show examples of the complications
that can arise, some of which were already mentioned in the introduction, and in Sec. VID we show how these are
solved within the HSO approach.

In our calculations, we focus on the TMD pdfs and ↵s parametrized at an initial scale Q = Q0, a scenario previously
addressed in [10]. Estimating the lowest Q0 for which TMD factorization remains valid is rather non-trivial [16], and
we leave it as an open question. For purposes of illustration, we will try two values in sections VIC and VID below,
from the relatively low (and reasonable) Q0 = 4.0 GeV, to the (far too conservative) Q0 = 20.0 GeV, to demonstrate
how the procedure works for both a small and a large choices of Q0.

A. Basic setup

The standard expression for the SIDIS di↵erential cross section in terms of the structure functions F1 and F2 is

d�

dx dy dz dq2T
=

⇡2↵2
emz

Q2 x y

⇥
F1 x y2 + F2 (1� y)

⇤
, (67)
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to be the qT ⇠ Q, Q ! 1 asymptote of the TMD approximation, as it is calculated in fixed order collinear
factorization. The “⇠” means the ratio q2T/Q

2 is to be held fixed as Q ! 1. Applied to Eq. (71), the structure
function becomes

F = FTMD +
⇥
FFO � FASY

⇤
+O

�
m2/Q2

�
. (75)

The asymptotic term is consctructed to accurately describe the m ⌧ qT ⌧ Q region – both qT ⌧ Q and m ⌧ qT
approximations have been applied simultaneously. For this paper, this is simply Eq. (66) applied to structure functions.

A minor subtlety is that the exact form of the asymptotic term FASY depends on the details of how collinear pdfs
and ↵s are defined and on how higher order corrections in the perturbative expansion are truncated. If, in an O (↵n

s
)

calculation, for example, the cuto↵-defined pdfs and ↵s of Eq. (66) are replaced by their corresponding MS definitions,
then the resulting asymptotic terms will generally di↵er by O

�
m2/Q2

�
-suppressed and O

�
↵n+1
s

�
-suppressed amounts.

Furthermore, while FASY is in principle equal to the low-qT limit of FFO as Q ! 1, generally this is only exactly
true in calculations at the working order of perturbation theory. In calculations at a fixed Q, the two asymptotic
terms will typically di↵er by higher-order ↵s and power-suppressed terms. In other words, if FASY is calculated to
O (↵n

s
) with the cuto↵ scheme for pdfs and ↵s, and FFO,r is calculated to the same order in some other scheme r,

then one will generally find


lim

qT/Q!0
FFO,r

�O(↵n
s )

�
⇥
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s ) = O

�
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s
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�
. (76)

(jogh: other verions )
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That is, there is a family of valid schemes for defining the exact asymptotic term at a given order, though some
schemes can be preferable to others in the context of minimizing errors. Indeed, it is the first term in Eq. (76), with
r = MS, that represents the most common approach used in the past for calculating the asymptotic term. We will
call the asymptotic term calculated using Eq. (66) FASY

HSO .
Together, the second two terms in Eq. (75) are often called the “Y -term,” and the structure function is written as

F = FTMD + Y +O (m/Q) . (79)

to emphasize the role of Y as a large-qT correction to calculations done with TMD pdfs and ↵s. Of course, the precise
value of the Y -term contribution depends on the specific version of the asymptotic term.

In conventional treatments, the fixed order term is calculated with collinear functions in the MS scheme. The
specific version of the asymptotic structure functions used is the first term in Eq. (76), so that

FFO
ST =FFO,MS, FASY

ST = lim
qT/Q!0

FFO,MS , (80)

with “ST” subscripts to indicate “standard.” We will call a calculation of the asymptotic term done in the style of
Sec. V FASY

HSO to distinguish it from Eq. (80). Since FASY
HSO is calculated with cuto↵ definitions for the collinear pdfs

and ↵s, this suggests that the cuto↵ definitions might be preferred as well for calculating FFO. However, switching
between the MS and cuto↵ schemes in FFO only produces power suppressed and perturbative errors beyond the
working order in ↵s. Therefore, one may consistently interchange cuto↵ and MS definitions, and we will use FFO

ST for
our calculation of the fixed order structure function. We will see in later sections that the e↵ect of switching between
the two is small relative to the overall improvements from using the HSO approach. An interesting question for the
future is whether calculations of FFO can be improved by switching to a cuto↵ scheme for the collinear functions, but
we leave this to future work.

C. The TMD term in the conventional treatment

The usual approach to applying TMD factorization to phenomenology has been reviewed in many places, so we
will not repeat the details here. Readers are referred to, for example, Refs. [3, 56, 57] and references therein. The
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where the F structure functions are the usual ones obtained by contracting the projectors in Eq. (13) with the hadronic
tensor. In the small-qT approximation, the structure functions are expressed in terms of TMD pdfs and ↵s,

F = FTMD +O (m/Q, qT/Q) , (68)
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where the “TMD” superscript denotes the small-qT approximation. Compare Eq. (69) with Eq. (8) for the hadronic
tensor. We will use the O(↵s) hard factor |H|2

j
from Eq. (11) in any calculations below. Calculating Eq. (69) in

a specific phenomenological implementation involves making choices about how to parametrize the TMD functions
fi/p and Dh/j , including choices about nonperturbative models and/or calculations at the input scale, the order of
precision in perturbative parts, and any other approximations or assumptions used in the construction of a specific
set of parametrizations.

B. Combining large (FFO) and small (FTMD) transverse momentum calculations

Before we contrast the FTMD calculations in the conventional and HSO styles, let us review the usual steps for
merging calculations done with TMDs with purely collinear factorization calculations designed for the qT ⇡ Q region.

In the region where qT ⇡ Q, the approximations in Eq. (69) fail. However, this is the region where fixed-order
collinear factorization calculations, which use ordinary collinear pdfs and ↵s, are most reliable. We express the large-qT
fixed-order collinear approximation to the structure functions as

F = FFO +O (m/qT) , FFO =
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dB/i ⌦ F̂ij ⌦ fj/p , (70)

where the indices i, j run over parton flavors, and the FO superscript stands for “fixed-order.” A choice must be
made for the UV scheme that defines the collinear functions fi/p and Dh/j . The most common is renormalization in

the MS scheme. The F̂ij are the partonic versions of the structure functions, and they have been calculated up to at
least O(↵2
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) [52–54]. In our calculations, we will use O(↵s) results [9, 11, 55].

Following standard conventions, we will use the phrase “fixed order cross section” as a short hand for Eq. (67)
calculated with the large-qT approximation in Eq. (70).2 While FTMD gives an accurate treatment of the qT ⇡ m
region, and FFO provides an accurate treatment of the qT ⇡ Q region, what is ultimately needed is a factorized
expression with only O

�
m2/Q2

�
-suppressed errors point-by-point in qT. To construct it systematically, one starts by

writing the structure functions in the TMD (low-qT) approximation with the error term made explicit,
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. (71)

The error term in braces is only unsuppressed when qT is large relative to m. Thus, it can be calculated in collinear
factorization with only m2/q2T-suppressed errors. Since the error term itself is O
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, the result is that the overall

error is m2/Q2-suppressed point-by-point in qT. Thus, we define
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where the F structure functions are the usual ones obtained by contracting the projectors in Eq. (13) with the hadronic
tensor. In the small-qT approximation, the structure functions are expressed in terms of TMD pdfs and ↵s,

F = FTMD +O (m/Q, qT/Q) , (68)
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where the “TMD” superscript denotes the small-qT approximation. Compare Eq. (69) with Eq. (8) for the hadronic
tensor. We will use the O(↵s) hard factor |H|2

j
from Eq. (11) in any calculations below. Calculating Eq. (69) in

a specific phenomenological implementation involves making choices about how to parametrize the TMD functions
fi/p and Dh/j , including choices about nonperturbative models and/or calculations at the input scale, the order of
precision in perturbative parts, and any other approximations or assumptions used in the construction of a specific
set of parametrizations.

B. Combining large (FFO) and small (FTMD) transverse momentum calculations

Before we contrast the FTMD calculations in the conventional and HSO styles, let us review the usual steps for
merging calculations done with TMDs with purely collinear factorization calculations designed for the qT ⇡ Q region.

In the region where qT ⇡ Q, the approximations in Eq. (69) fail. However, this is the region where fixed-order
collinear factorization calculations, which use ordinary collinear pdfs and ↵s, are most reliable. We express the large-qT
fixed-order collinear approximation to the structure functions as

F = FFO +O (m/qT) , FFO =
X

i,j

dB/i ⌦ F̂ij ⌦ fj/p , (70)

where the indices i, j run over parton flavors, and the FO superscript stands for “fixed-order.” A choice must be
made for the UV scheme that defines the collinear functions fi/p and Dh/j . The most common is renormalization in

the MS scheme. The F̂ij are the partonic versions of the structure functions, and they have been calculated up to at
least O(↵2

s
) [52–54]. In our calculations, we will use O(↵s) results [9, 11, 55].

Following standard conventions, we will use the phrase “fixed order cross section” as a short hand for Eq. (67)
calculated with the large-qT approximation in Eq. (70).2 While FTMD gives an accurate treatment of the qT ⇡ m
region, and FFO provides an accurate treatment of the qT ⇡ Q region, what is ultimately needed is a factorized
expression with only O

�
m2/Q2

�
-suppressed errors point-by-point in qT. To construct it systematically, one starts by

writing the structure functions in the TMD (low-qT) approximation with the error term made explicit,

F = FTMD +
⇥
F � FTMD

⇤
. (71)

The error term in braces is only unsuppressed when qT is large relative to m. Thus, it can be calculated in collinear
factorization with only m2/q2T-suppressed errors. Since the error term itself is O

�
q2T/Q

2
�
, the result is that the overall

error is m2/Q2-suppressed point-by-point in qT. Thus, we define

lim
m/qT!0

FTMD = FASY (72)

(jogh: other asy versions)

FASY = lim
m/qT!0

FTMD (73)

FASY = lim
qT/Q!0

FFO (74)

2
Note that the asymptotic term of Sec. V is also calculated in fixed order perturbation theory. However, in the terminology of this section

“fixed order term” applies specifically to calculations done using the non-asymptotic Eq. (70).
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to be the qT ⇠ Q, Q ! 1 asymptote of the TMD approximation, as it is calculated in fixed order collinear
factorization. The “⇠” means the ratio q2T/Q

2 is to be held fixed as Q ! 1. Applied to Eq. (71), the structure
function becomes

F = FTMD +
⇥
FFO � FASY

⇤
+O

�
m2/Q2

�
. (75)

The asymptotic term is consctructed to accurately describe the m ⌧ qT ⌧ Q region – both qT ⌧ Q and m ⌧ qT
approximations have been applied simultaneously. For this paper, this is simply Eq. (66) applied to structure functions.

A minor subtlety is that the exact form of the asymptotic term FASY depends on the details of how collinear pdfs
and ↵s are defined and on how higher order corrections in the perturbative expansion are truncated. If, in an O (↵n

s
)

calculation, for example, the cuto↵-defined pdfs and ↵s of Eq. (66) are replaced by their corresponding MS definitions,
then the resulting asymptotic terms will generally di↵er by O

�
m2/Q2

�
-suppressed and O

�
↵n+1
s

�
-suppressed amounts.

Furthermore, while FASY is in principle equal to the low-qT limit of FFO as Q ! 1, generally this is only exactly
true in calculations at the working order of perturbation theory. In calculations at a fixed Q, the two asymptotic
terms will typically di↵er by higher-order ↵s and power-suppressed terms. In other words, if FASY is calculated to
O (↵n

s
) with the cuto↵ scheme for pdfs and ↵s, and FFO,r is calculated to the same order in some other scheme r,

then one will generally find
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qT/Q!0
FFO,r

�O(↵n
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�
⇥
FASY

⇤O(↵n
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�
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s

,m2/Q2
�
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�
↵n+1
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,m2/Q2
�
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FFO

�O(↵n
s )

�


lim
m/qT!0

FTMD

�O(↵n
s )

=O
�
↵n+1
s

�
. (78)

That is, there is a family of valid schemes for defining the exact asymptotic term at a given order, though some
schemes can be preferable to others in the context of minimizing errors. Indeed, it is the first term in Eq. (76), with
r = MS, that represents the most common approach used in the past for calculating the asymptotic term. We will
call the asymptotic term calculated using Eq. (66) FASY

HSO .
Together, the second two terms in Eq. (75) are often called the “Y -term,” and the structure function is written as

F = FTMD + Y +O (m/Q) . (79)

to emphasize the role of Y as a large-qT correction to calculations done with TMD pdfs and ↵s. Of course, the precise
value of the Y -term contribution depends on the specific version of the asymptotic term.

In conventional treatments, the fixed order term is calculated with collinear functions in the MS scheme. The
specific version of the asymptotic structure functions used is the first term in Eq. (76), so that

FFO
ST =FFO,MS, FASY

ST = lim
qT/Q!0

FFO,MS , (80)

with “ST” subscripts to indicate “standard.” We will call a calculation of the asymptotic term done in the style of
Sec. V FASY

HSO to distinguish it from Eq. (80). Since FASY
HSO is calculated with cuto↵ definitions for the collinear pdfs

and ↵s, this suggests that the cuto↵ definitions might be preferred as well for calculating FFO. However, switching
between the MS and cuto↵ schemes in FFO only produces power suppressed and perturbative errors beyond the
working order in ↵s. Therefore, one may consistently interchange cuto↵ and MS definitions, and we will use FFO

ST for
our calculation of the fixed order structure function. We will see in later sections that the e↵ect of switching between
the two is small relative to the overall improvements from using the HSO approach. An interesting question for the
future is whether calculations of FFO can be improved by switching to a cuto↵ scheme for the collinear functions, but
we leave this to future work.

C. The TMD term in the conventional treatment

The usual approach to applying TMD factorization to phenomenology has been reviewed in many places, so we
will not repeat the details here. Readers are referred to, for example, Refs. [3, 56, 57] and references therein. The
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where the F structure functions are the usual ones obtained by contracting the projectors in Eq. (13) with the hadronic
tensor. In the small-qT approximation, the structure functions are expressed in terms of TMD pdfs and ↵s,
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where the “TMD” superscript denotes the small-qT approximation. Compare Eq. (69) with Eq. (8) for the hadronic
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a specific phenomenological implementation involves making choices about how to parametrize the TMD functions
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precision in perturbative parts, and any other approximations or assumptions used in the construction of a specific
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where the indices i, j run over parton flavors, and the FO superscript stands for “fixed-order.” A choice must be
made for the UV scheme that defines the collinear functions fi/p and Dh/j . The most common is renormalization in

the MS scheme. The F̂ij are the partonic versions of the structure functions, and they have been calculated up to at
least O(↵2
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) [52–54]. In our calculations, we will use O(↵s) results [9, 11, 55].

Following standard conventions, we will use the phrase “fixed order cross section” as a short hand for Eq. (67)
calculated with the large-qT approximation in Eq. (70).2 While FTMD gives an accurate treatment of the qT ⇡ m
region, and FFO provides an accurate treatment of the qT ⇡ Q region, what is ultimately needed is a factorized
expression with only O
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m2/Q2
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-suppressed errors point-by-point in qT. To construct it systematically, one starts by

writing the structure functions in the TMD (low-qT) approximation with the error term made explicit,

F = FTMD +
⇥
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⇤
. (71)

The error term in braces is only unsuppressed when qT is large relative to m. Thus, it can be calculated in collinear
factorization with only m2/q2T-suppressed errors. Since the error term itself is O
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, the result is that the overall

error is m2/Q2-suppressed point-by-point in qT. Thus, we define
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with an evolution factor

E(Q0/Q0, bT) ⌘ exp

(Z
µQ0

µQ0

dµ0

µ0


�(↵s(µ

0); 1)� ln
Q0

µ0 �K(↵s(µ
0))

�
+ ln

Q0

Q0

K̃inpt(bT;µQ0
)

)
. (39)

Once the numerical values of parameters in D̃h/j(z, bT;µQ0 , Q
2
0) and f̃i/p(x, bT;µQ0 , Q

2
0) are determined and fixed as

above, the TMD term at any other larger scale Q is found straightforwardly by substituting these into Eq. (15).
The scale Q0 is designed to be approximately Q0 for Q ⇡ Q0, where the only important range of bT is bT & 1/Q0,

and the left and right sides of Eqs. (37)–(38) are nearly equal. For large Q (Q � Q0), the UV bT ⌧ 1/Q0 region
starts to become important and cannot be ignored. There, Q0 smoothly transitions into a ⇠ 1/bT behavior such that
RG improvement is implemented in the bT ! 0T limit. The left sides of Eqs. (37)–(38) are the parametrizations that
we labeled with underlines in Eq.(60) of Ref. [16], while the “input” functions on the left sides are to be used for
phenomenological fitting for Q ⇡ Q0. By construction, the left and right sides of Eqs. (37)–(38), as well Q0 and Q0,
di↵er negligibly in the range of bT relevant to Q ⇡ Q0 phenomenology – recall the discussion in Sec. V of [16].

For the examples implementations we will perform in Sec. VID, we will use the approximation

E(Q0/Q0, bT) ⇡ 1 , (40)

and set Q0 ! Q0, since for this paper our main focus is on the Q ⇡ Q0 region and the construction of satisfactory
parametrizations for D̃inpt,h/j(z, bT;µQ0 , Q

2
0) and f̃inpt,i/p(x, bT;µQ0 , Q

2
0). At the end of Sec. VID, we will restore the

Q0 treatment and confirm that its e↵ect is negligible at Q ⇡ Q0.
It can be seen by inspection that the input parametrizations defined in Eq. (18) and Eq. (28) are constrained to

match the perturbative large-kT collinear factorization approximations for the TMD pdfs and ↵s,

Dpert
inpt,h/j(z, zkT;µQ0 , Q

2
0) =

1

2⇡z2
1

k2T


AD

h/j
(z;µQ0) +BD

h/j
(z;µQ0) ln

Q2
0

k2T

�
+

1

2⇡z2
1

k2T
AD,g

h/j
(z;µQ0) , (41)

fpert
inpt,i/p(x,kT;µQ0 , Q

2
0) =

1

2⇡

1

k2T


Af

i/p
(x;µQ0) +Bf

i/p
(x;µQ0) ln

Q2
0

k2T

�
+

1

2⇡

1

k2T
Af,g

i/p
(x;µQ0) , (42)

which are good approximations to the true TMD correlation functions when kT ⇡ Q0 and Q0 � m. Equations (41)
and (42) are calculable entirely within leading power collinear factorization. The same expressions apply at any value
of Q, but for this paper we are especially interested in Q near the input scale.

IV. GAUSSIAN VERSUS SCALAR DIQUARK MODELS

The model parametrizations of the last section are still quite general. The only choices that have been made so
far are to use an additive structure to interpolate to the order-↵s perturbative tail at kT ⇡ Q0 and the choice of the
parametrization of the CS kernel in Eq. (17). Further assumptions are necessary before these parametrizations can
become useful.

Most of the e↵ort in nonperturbative modeling enters in the choices for the functional forms for Dcore,h/j(z, zkT;Q2
0)

and fcore,i/p(x,kT;Q2
0) that describe the very small kT ⇡ 0T behavior. However, many approaches to modeling or

parametrizing this region of nonperturbative TMDs already exist [26–47], and one may defer to them at this stage in
the parametrization construction. The only way these previously existing models need to be modified is by including
the interpolation to the order ↵s large-kT behavior, and by imposing integral relations analogous to Eq. (2). All that
remains is to adjust Dcore,h/j(z, zkT;Q2

0) and fcore,i/p(x,kT;Q2
0) so as to recover (at least approximately) existing

model parametrizations in the kT ⇡ 0 region. The parametersmDj,h ,mDg,h ,mfi,p ,mfg,p control the transition between
the kT model and the large kT perturbative tail.

For the purposes of this article, we will focus on two of the most commonly used models in phenomenology that
are simple to implement. The first is the Gaussian model of TMDs (see, for example, Refs.[48–50]), which is often
found to successfully describe data at lower Q. It prescribes the functions forms

fGauss
core,i/p(x,kT;Q

2
0) =

e�k
2
T/M

2
F

⇡M2
F

, DGauss
core,h/j(z, zkT;Q

2
0) =

e�z
2
k
2
T/M

2
D

⇡M2
D

. (43)

The second model that we will consider is inspired by the popular spectator diquark model [28, 51]. For it, we adopt

9

the functional forms

fSpect
core,i/p(x,kT;Q

2
0) =

6M6
0F

⇡ (2M2
F +M2

0F)

M2
F + k2T

(M2
0F + k2T)

4
. (44)

DSpect
core,h/j(z, zkT;Q

2
0) =

2M4
0D

⇡ (M2
D +M2

0D)

M2
D + k2Tz

2

(M2
0D + k2Tz

2) 3
, (45)

The overall factors in Eqs. (43)–(45) are chosen so that ND

h/j
= Nf

i/p
= 1 in both models (recall Eq. (27) and Eq. (36)).

In later sections, it will often be convenient to work with collinear pdfs and ↵s defined as the cuto↵ transverse
momentum integrals of TMD pdfs and ↵s. Hence, we define

f c

i/p
(x;µQ) ⌘ 2⇡

Z
µQ

0
dkT kTfi/p(x,kT;µQ, Q

2) , (46)

dc
h/j

(z;µQ) ⌘ 2⇡z2
Z

µQ

0
dkT kTDh/j(z, zkT;µQ, Q

2) , (47)

where the c superscript stands for “cuto↵.” The cuto↵ definitions could be defined more generally with an upper
limit µf di↵erent from µQ, but we will keep these scales equal for the present paper. The cuto↵ and MS-renormalized
definitions are equal up to a scheme change and m2/µ2

Q
-suppressed corrections.

With our parametrizations of TMD pdfs and ↵s in the previous section, the integrals are

f c

inpt,i/p(x;µQ0) =2⇡
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◆
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and
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Z
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in the case of the spectator model. Note that Eqs. (50)–(52) are all 1 up to (at most) m2/µ2
Q0

-suppressed errors.

HSO approach
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HSO approach

Consistency of the band with the asymptotic term means 
the models for TMDs have been made consistent with collinear  
factorization. In the usual approach, this is the aim
when embedding the OPE. 
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✴Standard treatment vs HSO approach.
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bmax sensitivity

b* prescription not used in HSO. It is instructive though
to construct g-functions from HSO approach

14

working order in ↵s. Therefore, one may consistently interchange cuto↵ and MS definitions, and we will use FFO
ST for

our calculation of the fixed order structure function. We will see in later sections that the e↵ect of switching between
the two is small relative to the overall improvements from using the HSO approach. An interesting question for the
future is whether calculations of FFO can be improved by switching to a cuto↵ scheme for the collinear functions, but
we leave this to future work.

C. The TMD term in the conventional treatment

The usual approach to applying TMD factorization to phenomenology has been reviewed in many places, so we
will not repeat the details here. Readers are referred to, for example, Refs. [3, 56, 57] and references therein. The
standard expression used in calculations follow from making the following replacement in Eqs. (66):
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(jogh: before ope)
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(jogh: then)
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The f̃OPE
j/p

and D̃OPE
h/j

on the first line are the TMD pdfs and ↵s in bT-space, expanded and truncated in an operator

product expansion. The �, �K and K̃ are the usual evolution kernels. The “b⇤” method has been used to regulate
f̃OPE
j/p

, D̃OPE
h/j

, and K̃ at large bT. (See reviews of the b⇤ method in Sec. IXA of [16] and in Sec. VIII of [58].) The
most common choice for a functional form for b⇤ is

b⇤(bT) =
bTp

1 + b2T/b
2
max

, (77)

where bmax is a transverse size scale that demarcates a separation between large and small transverse size regions. In
principle, both the functional form of Eq. (77) and the value of bmax are completely arbitrary, but a small bmax justifies
the use of the OPE on the first line of Eq. (74); the error term in the approximation in Eq. (74) is suppressed by
powers of mbmax. All of the nonperturbative transverse momentum dependence is contained in the bT-space functions
gj/p, gh/j , and gK , whose definitions in terms of the more fundamental correlation functions are
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and

gK(bT) ⌘ K̃(b⇤;µ)� K̃(bT;µ) . (79)
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bmax sensitivity
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b* prescription not used in HSO. It is instructive though
to construct g-functions from HSO approach
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Theoretical constraints are important to really assess/study 
hadronic structure

We propose an approach to treat TMDs in full consistency 
with collinear factorization.

We call it HSO “Hadron structure oriented” approach. A 
framework to embed models of nonperturbative behavior 
into the CSS formalism

No b* prescription

Effectively, imposes constraints to models, like g-functions.

Pheno applications to come.

Final Remarks
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Thanks.
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Back up slides
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