
Synchronized Actor in detray

Beomki Yeo



Thread divergence in detray propagator
● In the SIMT model, If there is a conditional branch, instructions for different branches are 

only operated serially by disabling the threads not on the current branch

● This thread divergence happened frequently in detray propagator, where some threads 
are on the surfaces (actor operation) and the others are still stepping toward surfaces

● Could introduce a performance degradation in algorithms with complicated actor chain 
(e.g. Combinatorial Kalman filtering)

● I somehow managed to implement detray propagate function that synchronizes actor 
operation on surface (PR#387)

https://github.com/acts-project/detray/pull/387
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Propagate function implementation



Benchmark
● Benchmarked with actor chain that includes covariance transport and material interaction

○ ~10 % improvement 

● Average number of active threads per warp
○ Unsync: 14.0
○ Sync: 15.4



Outlooks
● Might be interesting if we can test this against combinatorial kalman filtering

● The performance of synchronized actor will be degraded in case there are many steppings 
between the surfaces

○ Need to avoid the constraint step size if possible


