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A Guided Tour of ab initio Nuclear
Many-Body Theory
Heiko Hergert*

Facility for Rare Isotope Beams and Department of Physics & Astronomy, Michigan State University, East Lansing, MI,

United States

Over the last decade, new developments in Similarity Renormalization Group techniques

and nuclear many-body methods have dramatically increased the capabilities of ab

initio nuclear structure and reaction theory. Ground and excited-state properties can

be computed up to the tin region, and from the proton to the presumptive neutron

drip lines, providing unprecedented opportunities to confront two- plus three-nucleon

interactions from chiral Effective Field Theory with experimental data. In this contribution,

I will give a broad survey of the current status of nuclear many-body approaches, and I

will use selected results to discuss both achievements and open issues that need to be

addressed in the coming decade.

Keywords: similarity renormalization group, nuclear theory, many-body theory, ab initio nuclear structure, ab initio

nuclear reactions

1. INTRODUCTION

Over the past decade, the reach and capabilities of ab initio nuclear many-body theory have grown
exponentially. The widespread adoption of Renormalization Group (RG) techniques, in particular
the Similarity Renormalization Group (SRG) [1], and Effective Field Theory (EFT) [2–4] in the
2000s laid the foundation for these developments. Consistent two-nucleon (NN) and three-nucleon
(3N) interactions from chiral EFT were quickly established as a new “standard” inputs for a variety
of approaches, which made true multi-method benchmarks possible. The SRG equipped us with
the ability to dial the resolution scale of nuclear interactions, accelerating model-space and many-
body convergence alike. Suddenly, even (high-order) Many-Body Perturbation Theory (MBPT)
became a viable tool for rapid benchmarking [5, 6], and exact diagonalization approaches were
able to extend their reach into the lower sd-shell [7–9]. A variety of computationally efficient
techniques with controlled truncations were readied, like the Self-Consistent Green’s Function
method (SCGF) [10], the In-Medium SRG (IMSRG) [11] and Coupled Cluster (CC) [12], the
prodigal son [13, 14] who returned home after finding success in foreign lands, i.e., quantum
chemistry and solid state physics.

At the start of the last decade the race was on, and Figure 1 documents the progress that ensued.
Calculations started at closed-shell nuclei [15–19] and their vicinity before extending to semi-magic
isotopic chains with the development of the Multi-Reference IMSRG [20, 21] and Gor’kov SCGF
[22, 23] techniques, and just a couple of years later, the use of CC [24, 25] and IMSRG [26, 27]
techniques to construct valence-space interactions opened all nuclei that were amenable to Shell
Model calculations for exploration. Owing to very recent developments that extend these combined
approaches to multi-shell valence spaces, the open region between the nickel and tin isotopic chain
is poised to be filled in rapidly [28]. Development of the no-core versions of these methods has
continued as well, and made direct calculations for intrinsically deformed nuclei possible [29].
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Abstract. The present article aims to give a concise account of the main developments in nuclear structure
theory, from its origin in the 1930s to date, taking the modelling of inter-nucleon interactions as guideline.

1 Introduction

Mendeleev published his periodic table of elements in 1869. The first atomic nucleus, 1H, was discovered more than a
hundred years ago. Nuclear physics, as we conceive it today, was born in the 1930s with the discovery of the neutron
and the theory of weak interactions. Hence, it is one of the oldest subfields of contemporary physics. Nevertheless, our
understanding of nuclear systems is far from being complete, and several crucial questions concerning the origin, the
limits of existence and the properties of nuclei are still unanswered.

A key ingredient in our theoretical description of nuclei is constituted by the basic interactions between their
constituents, protons and neutrons. In spite of eighty years of developments, this remains the most uncertain piece
of the nuclear puzzle. This article aims to give a concise account of such developments as well as the challenges that
can be envisaged for the future. In parallel, the main many-body models and theories developed in the context of
low-energy nuclear physics will be briefly discussed.

2 Basic facts and questions about nuclei

Atomic nuclei constitute the (positively charged) central cores of atoms, are made of protons and neutrons and contain
nearly all the atomic mass. Each chemical element is specified by the number of protons in the nucleus of its atoms, Z,
also known as the atomic number. For each Z, nuclei with different numbers of neutrons N can exist, and are called
isotopes1. Here are some of the basic questions about these systems.

– How many nuclei exist?
Actually, what do we mean here by exist? A given combination of protons and neutrons (Z,N) exists as a nucleus
if they can form at least one state bound with respect to the strong force. Quantum states of bound nuclei can be
unstable or stable, depending on whether, respectively, they do or do not decay autonomously into other nuclear
systems due to the effect of other forces, e.g. electroweak interactions.
As of today we know of 253 stable and about 3100 unstable isotopes [1], the majority of which do not occur in
nature but have been synthesised in laboratories on Earth. All together, they can be displayed as a function of their
proton and neutron numbers in the so-called Segrè chart of nuclides, see fig. 1. In spite of remarkable experimental
and theoretical progress of the last decades, not all of the possible bound combinations of Z and N have been
identified so far. Depending on the theoretical prediction, from ∼ 6000 to ∼ 9000 isotopes are believed to exist.

⋆ Focus Point on “Rewriting Nuclear Physics Textbooks: Basic Nuclear Interactions and Their Link to Nuclear Processes in
the Cosmos and on Earth” edited by N. Alamanos, C. Bertulani, A. Bonaccorso, A. Bracco, D. Brink, G. Casini, M. Taiuti.

a e-mail: vittorio.soma@cea.fr
1 Analogously, nuclei with the same neutron number N but different proton number Z are referred to as isotones.
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Overview - References

 Short introduction                                                           
(Experimental evidences of collective behaviour and single-particle motion)  

 How to treat the nuclear many body problem 

1) Non-interacting shell model 
2) Mean field approaches 
3) Configuration interaction methods 
4) Microscopic approaches (ab-initio) 
 Numerical codes
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Experimental data
H I G H —E N E R G Y E L E C T R 0 N SCATTERING

only parameter that can be determined is the rms
radius, i.e., E. They 6nd that the radius of the uniform
distribution is given roughly by 1.1OA &)(10 " cm for
Ti and Cu (assuming a mu-meson mass of 207 electron
masses). A more elaborate analysis of their experiments
in Pb by Hill and Ford, " using charge distributions
with Qnite surface thicknesses, yields the value for ro
of 1.18)(10 "cm, in good agreement with our results.
There remains, however, a discrepancy between the
values of ro obtained from the mu-mesonic atom
experiments and from our electron scattering experi-
ments for the lighter nuclei, especially Cu and Ti; we
should expect results for these elements to agree with
our results on Co, V, and Ca . The origin of this dis-
crepancy is not known to us. $
As regards the other quantities listed in Table III,

we note erst that the surface thickness t is approxi-
mately constant, to within the quoted errors, and equal
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Fio. 14. (a) Charge distributions p(r) for Ca, V, Co, In, Sb, Au,
and Bi. They are Fermi smoothed uniform shapes, with the
parameters given in Table III, and yield the cross sections shown
in Figs. 3 and 8—12. (b) A plot of (3/2Z)p(r) for the above nuclei.
On the assumption that the distribution of matter in the nucleus
is the same as the distribution of charge, this represents the
"riucleon density. "

to about 2.4X 10 "cm. Expressed in terms of s Ldefined
by the integral relation (5)), this is 2.0&& 10 " cm.
The central charge density p (0), calculated from c and
s by means of Eq. (7), is given in units of 10"coulomb
per cm'. For gold, for exp.mple, it corresponds to 0.068
proton per (10 "cm)'. It shows a significant decrease

30 50 70 90 IIO I30 l50
SCATTERING ANGLE IN DEGREES

FIG. 13. Experimental cross sections at 183 Mev for the nuclei
Hf, Ta, W, Th, and U, Absolute cross sections have been obtained
from the counting rate ratio with respect to gold, and from the
absolute cross section for gold given in Fig. 3. The dashed lines are
smooth curves connecting the experimental points, and are not
theoreti cal, The curves have been shifted vertically by factors of
ten as indicated.

TABLE III. Results of the analysis of the group (a) nuclei in
terms of charge distribution (1), the Fermi smoothed uniform
shape. All lengths are in units of 10 "cm, charge densities in 10"
coulombs/cm', and energies in Mev. The accuracy of these
results (except for gold, for which the accuracy is given in the
caption of Table I) is estimated as follows: radial parameters,
~2 percent; surface thickness parameter, ~10 percent, although
the last figure may be perhaps a little larger for the lighter nuclei.
The quantity p0 is the normalization parameter occurring in the
definition (1), and physically is probably an average value of p
for the central regions. It is not the actual central density, which
cannot be determined accurately from these experiments.

c R c/A& =r1 R/A& =ro R/(2Z)& =r2 PoPote added in proof .—Professor E. P. Wigner has kindly
pointed out to us that, following his suggestion, B. G. Jancouici
(Phys. Rev. 95, 389 (1954)) made a detailed calculation on the
Coulomb energy in the pairs (N", 0")and (F",0") and showed
that nuclear radii determined from mirror nuclei data were larger
than those obtained by using the results of Fitch and Rainwater
for light elements (ro 1.2)&10 ' cm). Thu——s this discrepancy had
been noted earlier.

20Ca40
23V61
27CP 69
49$IIII6
6 ISb'»
79AU 197

93Bj209

3.64 4.54 1.06 1.32
3.98 4.63 1.07 1 .25
4.09 4.94 1.05 1 .27
5.24 5.80 1.08 1 .19
5.32 5.97 1.07 1,20
6.38 6.87 1.096 1 .180
6.47 7.13 1.09 1.20

1.33 2.5
1.29 2.2
1.30 2.5
1.26 2.3
1.28 2.5
1.2 70 2.32
1.30 2.7

1.28 78
1.21 100
1.26 130
1 ~ 18 360
1~17380
1.09 790
1.07 840

Nuclear matter 
 saturates

Short-range  
forces  

dominate

© Basdevant, Rich and Spiro
© Hofstadter

Binding energy goes like the  volume 
(or A), at least at leading order..

5/2- 

3/2- 

7/2- 

32- 

3/2+ 

1/2+ 

Rotation Vibration  Single Particle 

Excited States in Nuclei, Generation of Angular momentum 
(Noncollective (out of phase) motions of nucleons) (collective (in phase) motions of nucleons) 

Nuclear spectra - Collective motions

Rotations Vibrations

Binding energy per nucleon
Matter densities

The nucleus looks like a 
collective ensemble of 

particles 

Because the number of pairs that can be taken 
from A particles is A(A-1), one might expect a term 

proportional to A. The strong force has a very limited 
range, therefore, the number of pairs of particles that 

actually interact is roughly proportional to A

<latexit sha1_base64="lgMpOMFl50FO+3+nlTFyWewnjvk=">AAACMXicbVBNS8NAFNz4WetX1aOXxSLUQ0tSpHpsFcGjgqlCU8pm+1IXN5u4uxFKyF/y4j8RLz0o4tU/4bbpQVsHFoaZebx948ecKW3bI2thcWl5ZbWwVlzf2NzaLu3stlWUSAoujXgk73yigDMBrmaaw10sgYQ+h1v/4Xzs3z6BVCwSN3oYQzckA8ECRok2Uq90eYE9xUJ4xFXsBZLQ1MnSeoZblVbVOcIeJ2LAAbvYkznLQ+1eKhKaZWk7m8zjVq9Utmv2BHieOFNSRlNc9UqvXj+iSQhCU06U6jh2rLspkZpRDlnRSxTEhD6QAXQMFSQE1U0nF2f40Ch9HETSPKHxRP09kZJQqWHom2RI9L2a9cbif14n0cFpN2UiTjQImi8KEo51hMf14T6TQDUfGkKoZOavmN4TU4k2JRdNCc7syfOkXa85jVrj+rjcPJvWUUD76ABVkINOUBNdoivkIoqe0Rt6Rx/WizWyPq2vPLpgTWf20B9Y3z/GSKg/</latexit>

E ' �1

2
A(A� 1)hUiVnuc

V
⇠ A

<latexit sha1_base64="zNS9NDHwX1HFduzB8v+ZMSVbIK0=">AAACDXicbVC7TsMwFHXKq5RXgJHFoiAxlQRQYSywMBZEH1ITKsd1Wqu2E9kOqIr6Ayz8CgsDCLGys/E3uG0GaDnSlY7OuVf33hPEjCrtON9Wbm5+YXEpv1xYWV1b37A3t+oqSiQmNRyxSDYDpAijgtQ01Yw0Y0kQDxhpBP3Lkd+4J1LRSNzqQUx8jrqChhQjbaS2vXcDPUU5PL9L3cPjIfQk7fY0kjJ6gPXMgm276JScMeAscTNSBBmqbfvL60Q44URozJBSLdeJtZ8iqSlmZFjwEkVihPuoS1qGCsSJ8tPxN0O4b5QODCNpSmg4Vn9PpIgrNeCB6eRI99S0NxL/81qJDs/8lIo40UTgyaIwYVBHcBQN7FBJsGYDQxCW1NwKcQ9JhLUJsGBCcKdfniX1o5JbLpWvT4qViyyOPNgBu+AAuOAUVMAVqIIawOARPINX8GY9WS/Wu/Uxac1Z2cw2+APr8weS7ZoA</latexit>

R ⇠ A1/3 ! V ⇠ A



Prof. Dr. Paolo Finelli, Dept. of Physics and Astronomy, University of Bologna

5

The n_TOF Nuclear Physics Winter School 2024 

Liquid Drop Model (LDM) description

74 2. Nuclear models and stability

E = −AV0 + 4
nmax∑

n=0

gn(n + 3/2)h̄ω ∼ −AV0 +
h̄ωn4

max
2

. (2.11)

Using the expressions for h̄ω and nmax we find

∼ −8 MeV × A (2.12)

i.e. the canonical binding energy of 8 MeV per nucleon.

2.2 The Liquid-Drop Model

One of the first nuclear models, proposed in 1935 by Bohr, is based on the
short range of nuclear forces, together with the additivity of volumes and of
binding energies. It is called the liquid-drop model.

Nucleons interact strongly with their nearest neighbors, just as molecules
do in a drop of water. Therefore, one can attempt to describe their proper-
ties by the corresponding quantities, i.e. the radius, the density, the surface
tension and the volume energy.

2.2.1 The Bethe–Weizsäcker mass formula

An excellent parametrization of the binding energies of nuclei in their ground
state was proposed in 1935 by Bethe and Weizsäcker. This formula relies on
the liquid-drop analogy but also incorporates two quantum ingredients we
mentioned in the previous section. One is an asymmetry energy which tends
to favor equal numbers of protons and neutrons. The other is a pairing energy
which favors configurations where two identical fermions are paired.

The mass formula of Bethe and Weizsäcker is

B(A, Z) = avA − asA
2/3 − ac

Z2

A1/3 − aa
(N − Z)2

A
+ δ(A) . (2.13)

The coefficients ai are chosen so as to give a good approximation to the
observed binding energies. A good combination is the following:

av = 15.753 MeV

as = 17.804 MeV

ac = 0.7103 MeV

aa = 23.69 MeV

and

δ(A) =

⎧
⎨

⎩

33.6A−3/4 if N and Z are even
−33.6A−3/4 if Nand Z are odd
0 si A = N + Z is odd .

The numerical values of the parameters must be determined empirically
(other than ac), but the A and Z dependence of each term reflects simple
physical properties.

Think the nucleus as a drop of (incompressible) liquid with 
surface tension, where the competing processes produce a 
realistic binding energy B(A,Z) (Gamow, Bohr, Wheeler, Weizsäcker, Bethe,…)

Describing nuclear shapes  

Expand nuclear shapes 

Compression 

Center-of-mass translation 

Quadrupole deformation  

Hill-Wheeler Parameters 

From Ring and Schuck,  

The nuclear many-body problem 

© Basdevant, Rich and Spiro

© Ring and Schuck
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1.  Enhanced abundance of elements for which Z or N is a magic number. 

2.  The stable elements at the end of the naturally occurring radioactive series have a 
"magic number" of neutrons or protons. 

3.  The neutron absorption cross-sections for isotopes where N = magic number are 
much lower than surrounding isotopes. 

4.  The binding energy for the last neutron is a maximum for a magic neutron 
number and drops sharply for the next neutron added. 

5.  The excitation energy from the ground nuclear state to the first excited state is 
greater for closed shells. 

6.  Activation energy for nuclear fission 

7.  Deviations respect to LDM predictions
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More experimental data -  
Evidences of single particle motion traces of magicity…

LDM

shell closure effects

Measured binding energies
vs.

Liquid drop model predictions

○Nucleon shells? (cf. electrons in the atom)

Systematic deviations

○ Yet, no obvious common potential

⦿ What creates regular patterns?

(Non-interacting) shell model

Nuclear Magic Numbers, nucleon packaging, stability,  

abundance of elements  

From W.D. Myers and W.J. Swiatecki, Nucl. Phys. 81, 1 (1966) 

http://hyperphysics.phy-astr.gsu.edu/hbase/nuclear/shell2.html#c1
http://hyperphysics.phy-astr.gsu.edu/hbase/nuclear/shell2.html#c2
http://hyperphysics.phy-astr.gsu.edu/hbase/nuclear/shell2.html#c3
http://hyperphysics.phy-astr.gsu.edu/hbase/nuclear/shell2.html#c4
http://hyperphysics.phy-astr.gsu.edu/hbase/nuclear/nucexc.html#c1
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Independent particle motion
In atomic systems we 
clearly observe, i.e. for 
the ionisation energy, a 
clear pattern suggesting 
shell closures and single 
particle behaviours…

…but atoms are bound by the positive electric 
charge at its own center and e-e interaction can 
be treated perturbatively, since α=1/137

Nuclei are completely different! 
Because they are self-bound and 
strong forces at low-energy can not be 
treated perturbatively

•  Does it make sense talking about orbits? 
•  In particular with strong forces? 
•  Does it even make sense consider 

nucleons as point-particles?

© Encyclopedia britannica
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LDM vs. Single Particle picture

The nucleus as a drop 
of incompressible 

liquid with no 
nucleonic degrees of 

freedom

Nucleons keep their own 
identities and moves in 

stationary orbits 
(nucleus ~ bunch of 
individual nucleons) 

1. What is the mean free path when a nucleon moves through the nucleus? 

2. How can the independent particle motion survive in the presence of the very 
strong, short-range, and complicated forces that act between each pair of 
nucleons?
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• Let’s assume that an incoming neutron scatter towards a 
nucleus target. Depending on the energy it has a certain 
probability of colliding with one of the target nucleons.  

• Already the first collision implies a sharing of the energy of the 
incident neutron with the target nucleon so it will unlikely be 
able to escape from the nuclear binding field  

• Subsequent collisions between the incident neutron and the 
excited nucleons of the target will lead to a complicated state of 
motion which Bohr called the compound nucleus - a state in 
which the excitation energy is distributed statistically among all 
the available degrees of freedom of the composite system. 
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A short digression on the nucleon mean free path

This content downloaded from 
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https://www.jstor.org/stable/1664129

ρ = 0.17 nucleons/fm3

a ~ 1 fm → σ = 2πa2 ~ 6 fm2

λ ~ 1/(ρσ) ~ 1 fm < Rnuc

(a: range of NN 
interaction)

https://www.jstor.org/stable/1664129
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Nucleon mean free path

R ~ 5 fm

Short mean free path

Long mean free path

The successes of the collective model which 
assumes the nucleons to be strongly 

interacting and of the shell model which 
assumes that they move independently in an 

overall potential raise the question of the 
relationship between the two models.  
What are the nucleons actually doing?  

It is not possible for them to be both strongly 
interacting and not interacting at all. We 

know the cross-section for the interaction of 
two free nucleons, and this gives a mean free 

path that is far too short to be compatible 
with independent motion inside the nucleus. 
We can accept that different models should 
reflect different aspects of the nucleus, but 

they should be consistent with one another 
(Pag. 315)

N

N

λ ~ 1 fm

λ ~ 20÷30 fm
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The mean free path for a nucleon moving through a target nucleus can be directly 
measured in scattering experiments. An incident wave will be accelerated on entering 
the target, because of the nuclear attraction, and will then have a somewhat shorter 
wave length while inside the nucleus <latexit sha1_base64="gsHCmucEJ8czBNqu8gVRiGgOPcA=">AAACGnicbVDLSgMxFM3UV62vqks3wSIIQpkpUt0IRTdCESrYB3TaIZNm2tDMw+SOUIb5Djf+ihsXirgTN/6N6WOhrQcCh3Pu5eYcNxJcgWl+G5ml5ZXVtex6bmNza3snv7vXUGEsKavTUISy5RLFBA9YHTgI1ookI74rWNMdXo395gOTiofBHYwi1vFJP+AepwS05OStqpPwIMUX2Fb3EpJqt+QkYQwpPsG2JwlNSjcNx0wTe+AS2S2lqZMvmEVzArxIrBkpoBlqTv7T7oU09lkAVBCl2pYZQSchEjgVLM3ZsWIRoUPSZ21NA+Iz1Ukm0VJ8pJUe9kKpXwB4ov7eSIiv1Mh39aRPYKDmvbH4n9eOwTvv6OhRDCyg00NeLDCEeNwT7nHJKIiRJoRKrv+K6YDoQkC3mdMlWPORF0mjVLTKxfLtaaFyOasjiw7QITpGFjpDFXSNaqiOKHpEz+gVvRlPxovxbnxMRzPGbGcf/YHx9QNiGKB+</latexit>

Kin =

r
K2

out +
2MV0

~2

Phase shift
<latexit sha1_base64="9JTZR3a3fQHC4pgoxtV4/JkbOxg=">AAACFnicZVDLSgMxFM3UV62vqks3wSLURcuMSHVZdCO4qWAf0BmGTJq2ocnMkNwRyjD+hBt/xY0LRdyKO//G9LHQ9kLI4dx7ueecIBZcg23/WLmV1bX1jfxmYWt7Z3evuH/Q0lGiKGvSSESqExDNBA9ZEzgI1okVIzIQrB2Mrif99gNTmkfhPYxj5kkyCHmfUwKG8osVt8cEEOxqLnH51k95mOGK+aMEslPsApdM48c0JjDMsF8s2VV7WngZOHNQQvNq+MVvtxfRRLIQqCBadx07Bi8lCjgVLCu4iWYxoSMyYF0DQ2KueenUVoZPDNPD/UiZFwKesn83UiK1HsvATEojTy/25FTzcq+bQP/SM07jBFhIZ4f6icAQ4UlGuMcVoyDGBhCquNGK6ZAoQsEkWTAhOIuWl0HrrOrUqrW781L9ah5HHh2hY1RGDrpAdXSDGqiJKHpCL+gNvVvP1qv1YX3ORnPWfOcQ/Svr6xc/AJ7V</latexit>

� ⇠ (Kin �Kout)⇥ path

The interference between the transmitted and incident wave will give rise to 
oscillations in the cross section as a function of energy. The phase shift is a 
decreasing function of energy and an increasing function of the nuclear size 
(which determines the path length), and thus the maxima and minima in the 
cross sections shift to lower bombarding energies with increasing nuclear size.

<latexit sha1_base64="204O+CATu/VjeWlsmsym4Rb40fg=">AAACPXicbVC7SgQxFM34dn2tWtoEF0EQlplB1EYQbQQRFNxV2FmHTCbjhs08TO4IS8iP2fgPdnY2ForY2pp9FL4OBA7n3Mu5OVEhuALXfXLGxicmp6ZnZitz8wuLS9XllabKS0lZg+Yil1cRUUzwjDWAg2BXhWQkjQS7jLpHff/yjknF8+wCegVrp+Qm4wmnBKwUVi9OQs0zg/dxoG4l6JNrP9R5CQZv4SCRhGr/tBm6RgediMhr3/QNHQyCtWSxqQynuNF+IGxuTIwJqzW37g6A/xJvRGpohLOw+hjEOS1TlgEVRKmW5xbQ1kQCp4LZjFKxgtAuuWEtSzOSMtXWgyMM3rBKjJNc2pcBHqjfNzRJleqlkZ1MCXTUb68v/ue1Skj22radogSW0WFQUgoMOe5XiWMuGQXRs4RQye2tmHaIbQNs4RVbgvf7y39J0697O/Wd8+3aweGojhm0htbRJvLQLjpAx+gMNRBF9+gZvaI358F5cd6dj+HomDPaWUU/4Hx+AQrIrzc=</latexit>

Kin =

r
K2

out +
2MV0

~2 +
i

2�

V0 = 50 MeV

λ = 30 MeV ≫ Rnuc

The mean free path is long compared to the nuclear size for a nucleon with energy 
close to the Fermi energy, in agreement with the evidence for shell structure in the 
nuclear spectra, but in striking disagreement with Bohr's assumption

?

© Bohr and Mottlelson, Nuclear Structure: single-particle motion

<latexit sha1_base64="G1KMcRmEBFej6d5e9JSFCVplUUM=">AAACHXicbVDNS8MwHE3n15xfnR69BIfgabQi0+PQi8cJbhO2UtI03cKStCSpMkr/FPGmf4k38Sr+Id7Nuh7c5oPA473fV16QMKq043xblbX1jc2t6nZtZ3dv/8CuH/ZUnEpMujhmsXwIkCKMCtLVVDPykEiCeMBIP5jczPz+I5GKxuJeTxPicTQSNKIYaSP5dj0bFkMyScIc9nwn9+2G03QKwFXilqQBSnR8+2cYxjjlRGjMkFID10m0lyGpKWYkrw1TRRKEJ2hEBoYKxInysmJrDk+NEsIoluYJDQv1b0eGuFJTHphKjvRYLXsz8V9vPn9BCvjSMTq68jIqklQTgee3RCmDOoazqGBIJcGaTQ1BWFLzHYjHSCKsTaA1k5O7nMoq6Z033VazdXfRaF+XiVXBMTgBZ8AFl6ANbkEHdAEGT+AZvII368V6tz6sz3lpxSp7jsACrK9fXO6iuQ==</latexit>
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Common wisdom
How can the independent particle motion survive in the presence of the very strong, short-range, and 
complicated forces that act between each pair of nucleons?

“The text books and literature agree with near total unanimity that the answer to this 
question is provided by the effects of the Pauli principle and the Fermi distribution. When two 
particles within the Fermi distribution interact, they cannot be scattered into states that are 

near-lying in energy and momentum because such final states are already occupied.”

<latexit sha1_base64="MVvsYqvM1t8KL3r046mAsC6kZJM=">AAACb3icbZFdSyMxFIYzs64f1dWuXnghyMGy0F5smQyieyOIgnhZwarg1CGTZmwwyQxJRijj/NAFr/wH/gPTdhCtHgh5eM9XeJPkghsbBP89/8fCz8Wl5ZXG6tqv9Y3m780rkxWasj7NRKZvEmKY4Ir1LbeC3eSaEZkIdp08nE7y149MG56pSzvO2UCSe8VTTol1Utx87MVnwzJKJOgqxu8UwhFEqSa0xFUZVhCZQsZydil4ivIRj2Ubd2BKqh124C/Uaviu4s7TXQjfjY+braAbTAO+Aq6hheroxc2XaJjRQjJlqSDG3OIgt4OSaMupYFUjKgzLCX0g9+zWoSKSmUE59aeCP04ZQpppd5SFqfqxoyTSmLFMXKUkdmTmcxPx21wi5zbb9N+g5CovLFN0tjgtBNgMJubDkGtGrRg7IFRz93agI+Jstu6LGs4UPG/BV7gKu/ige3Cx3zo+qe1ZRjtoD7URRofoGJ2jHuojip4931v11rxXf9vf9WFW6nt1zxb6FH7nDRrquMI=</latexit>
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n
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k3F

j1(kF r)

kF r

Pauli correlation

In nuclear matter, for uniform systems

8-2 | Exclusion Principle Correlations 249

The first term of P F is simply p(l)p(2), and we see that the fermion and 
classical probability densities differ by the correlation

P F -  P cl =  -  C*(l, 2) =  -  Re 2  2  *«(lW .*(W m *(2W ,(2)

m

For the infinite medium, we note that, where r = r2 — r2,

rkF

(8-9b)

_  1 h Ji(kFr)
2jt2 F kFr

The first line follows simply from Eq. 8-5 and the partial wave expansion of 
a plane wave. The result is

C2(l,2) =  p2 3/i(AFr)
kFf “  PclFl{kFr)y (8-10a)

where we have introduced a correlation function F 1. In this case P cZ =  p2, 
and, using Eq. 8-9, we note that

P F(I, 2) =  p2[l -  F i (M ] . (8-10b)

The quantity is plotted in Fig. 8-1. It has the value unity at r =  0, 
remains large up to x ~  2, and is small (less than 0.1) for x >  3. With 
kF =  1.36 fm "1 corresponding to nuclear-matter density, these two values 
of x correspond to r =  1.5 and 2.2 fm. The short-range part of the two- 
nucleon force between identical nucleons will therefore be suppressed because

Fig. 8-1 The Pauli correlation function F1 for an infinite medium.
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PF (1, 2) = ⇢2[1� F1(kF r)]

Ben Mottelson

r12 = 2.2 fm

x

F 1
(x

)

© Praeston and  Bhaduri, Structure of the Nucleus
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Nucleon mean free path again

different results. Within the Brueckner-Hartree-Fock
approximation, states below the Fermi surface are com-
pletely blocked and ! ¼ 0 for k < kF [13,14].

To finish the calculation of the nucleon mean-free path, a
consistent determination of ", !, and v, via Eq. (6), is
needed. Let us, for instance, consider the nuclear physics
renormalization, Eqs. (13) and (14). The prefactor on the
inverse lifetime is the inverse of the ! mass. The group

velocity involves the full effective mass,
m"

1

m ¼ m!

m
mk

m . As a
consequence, the mean-free path is only renormalized by
the k mass, !20ðkÞ ¼ m

mk
!0, with respect to the uncorrected

mean-free path, !0ðkÞ ¼ k=½2mIm"ðk; "1ðkÞþÞ'. Thus,
consistency in the spectrum and the lifetime are needed
to obtain a nonlocality correction [9–11]. Similarly, the
calculation of the self-consistent mean-free path relies on
an effective mass computed from the fully dressed spec-
trum rather than on m"

1.
The lower panels of Fig. 3 show the effective masses

associated to the different approximations. Corresponding
to a more attractive spectrum, the effective mass associated
to the fully dressed pole (solid line) is lower than that of the
usual qp approximation (dashed line). The latter is the
product of the !- (double-dot dashed) and the k masses
(dotted). Our results confirm the well-known behaviors for
these quantities:m! peaks around kF, whilemk dips in this
region. Note, however, that for the softer interaction (CD-
Bonn), m!

m becomes 1 at lower momenta than for the harder
force (Av18). For hole states, the effective mass associated
with "2 shows a substantial increase as k ! 0, associated
with the flattening of the spectrum in that region.

A summary of final results is presented in Fig. 4. The
upper panel shows the mean-free path obtained with a fully
realistic self-energy based on the CD-Bonn interaction
supplemented with and Urbana-type 3BF [21]. As ex-
pected, we find that the largest differences between ap-
proximations occur for hole energies, below (20 MeV, in
a region where it is already relatively small. In contrast,
above 50 MeV, all approximations give similar results,
except for !0 (dashed line), which is not corrected for
nonlocality and thus should not be taken as a realistic
prediction. !20 (dash-dotted line) is only somewhat larger
than !0 because of the small mk associated with the SCGF
results. The kinetic theory prediction, !) ð"#npÞ(1 (dot-
ted lines), is well below all quantum in-medium mean-free
paths. The latter flatten at high energies, and remain con-
stant, at a value of around 4–5 fm.

The lower panel of Fig. 4 focuses on theN-N interaction
and temperature dependence of our results. The T ¼ 0
mean-free path with 3BF (solid line) is slightly larger
than that obtained without 3BFs (dashed). The effect of
temperature is relevant in an area of about 20 MeVaround
the Fermi surface, where the mean-free path is finite,
although still large. The fully correlated results agree
with experimental estimates [1,26] and suggest that !)
4–5 fm above 50 MeV. The spread between different lines

is an estimate of theoretical uncertainties, which amount to
less than 1 fm at those energies.
To summarize, we have devised a new method to obtain

the mean-free path of a nucleon in the medium. The
method involves the extension of Green’s functions tech-
niques into the complex plane. The pole of the propagator
gives access to fully dressed qp properties. The renormal-
ization induced by this procedure is relevant for hole
properties. Our approach provides a validation for previ-
ously used approximations by taking into account the full
dependence on the imaginary part of the energy. With all
many-body corrections properly implemented, we obtain a
mean-free path of around 4–5 fm at saturation density and
energies above 50 MeV. Future work will systematically
assess the density, temperature, and isospin asymmetry
dependence of the mean-free path.
This work has been supported by a Marie Curie Intra

European Fellowship within the 7th Framework pro-
gramme, STFC Grant No. ST/F012012, and by Espace
de Structure Nucléaire Théorique (ESNT).
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FIG. 4 (color online). Mean-free path of a nucleon in nuclear
matter as a function of energy. Upper panel: results obtained
with a CD-Bonnþ 3BF self-energy at T ¼ 0 MeV. The differ-
ent approximations are commented on the text. Lower panel:
results obtained mean-free path from the fully dressed pole for
different N-N forces and two different temperatures. The shaded
band and solid dots correspond to the experimental results of
Refs. [1,26], respectively.
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Somà and Rios, Self-Consistent Green’s Function Calculation of the Nucleon Mean Free Path

The mean free path is long compared to the 
nuclear size for a nucleon with energy close to the 
Fermi energy, in agreement with the evidence for 
shell structure in the nuclear spectra, but in 
striking disagreement with Bohr's assumption

The kinetic theory prediction λ ~ 1/(ρσ) 
is well below all theoretical predictions

It flattens at high energies, and remain 
constant, at a value of around 4–5 fm. 

Mean free path of a nucleon in nuclear matter

R ~ 5 fm

Short mean free path

Long mean free path the conclusion is inescapable…
that nuclei are a nearly 

collisionless gas rather than a 
short-mean-free-path liquid drop

 (S. Koonin) 

λ ~ 1 fm

λ ~ 20÷30 fm

https://doi.org/10.1103/PhysRevLett.108.012501
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The nuclear many-body problem
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Ĥ| ni = En| ni
For a system of A = N + Z particles

Full Hamiltonian  
(kinetic  + many-body  contributions) 

Fully correlated state  
for each state n

<latexit sha1_base64="MK6mAF23zbtveqXSgxuL9hUUZy8=">AAACGnicbVA9SwNBEJ3zM8avU0ub1SBYhTuRaBm0sYxgPiB3hL3NJlmyu3fs7gnhTO2f8C/Yam8ntja2/hI3yRWa+GDg8d4MM/OihDNtPO/LWVpeWV1bL2wUN7e2d3bdvf2GjlNFaJ3EPFatCGvKmaR1wwynrURRLCJOm9HweuI376nSLJZ3ZpTQUOC+ZD1GsLFSxz0KOJZ9TlEWRAKpMXpAQU2zjkSBmhkdt+SVvSnQIvFzUoIctY77HXRjkgoqDeFY67bvJSbMsDKMcDouBqmmCSZD3KdtSyUWVIfZ9JUxOrFKF/ViZUsaNFV/T2RYaD0Ske0U2Az0vDcR//UiMbfZ9C7DjMkkNVSS2eJeypGJ0SQn1GWKEsNHlmCimL0dkQFWmBibZtGG4s9HsEgaZ2W/Uq7cnpeqV3k8BTiEYzgFHy6gCjdQgzoQeIRneIFX58l5c96dj1nrkpPPHMAfOJ8/3uOgcA==</latexit>

hr| ni
Full A-body wave function

A-body energy spectrum 
Ground (n=0) and excited states energy spectrum
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The nuclear many-body problem (ii)
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Ĥ| ni = En| niFor a system of A = N + Z particles

Formal manipulation <latexit sha1_base64="FX1QKN7QBFiCV34NRyY57iWB8Eg=">AAACMXicbZBLawIxEMez9mXty7bHXkJFKBRk1xbrpSDtxaMFX6DLko1Rg9kHyWxBlv0q/RL9Cr22d2/Fa79E4+qhagcCv/lPhpn5u6HgCkxzZmR2dvf2D7KHuaPjk9Oz/PlFWwWRpKxFAxHIrksUE9xnLeAgWDeUjHiuYB138ryod16ZVDzwmzANme2Rkc+HnBLQkpOv9scE4nqCH3FKzQTfLqmdOHHZXUvvlqkYBKCcfMEsmWngbbBWUECraDj5eX8Q0MhjPlBBlOpZZgh2TCRwKliS60eKhYROyIj1NPrEY8qO0wsTXNTKAA8DqZ8POFX/dsTEU2rq6f2KHoGx2qwtxH9rrrcxGYZVO+Z+GAHz6XLwMBIYArywDw+4ZBTEVAOhkuvdMR0TSShok3PaFGvTgm1ol0tWpVR5uS/Unlb2ZNEVukY3yEIPqIbqqIFaiKI39IE+0ZfxbsyMb2O+/JoxVj2XaC2Mn1/4sKkv</latexit>

Ĥ = T̂ + V̂2b + V̂3b + . . .

<latexit sha1_base64="JqPWUNoCOsrThhrq2NM0jmU/nU8=">AAACLXicbZDLSgMxFIYzXmu9jbp0EyyCqzJTSnVTqLpxWaE36LRDJs20ocnMkGSEEuZFfAlfwa3uXQjiwo2vYXpZaOuBwM//n8M5+YKEUakc591aW9/Y3NrO7eR39/YPDu2j45aMU4FJE8csFp0AScJoRJqKKkY6iSCIB4y0g/HtNG8/ECFpHDXUJCE9joYRDSlGyli+XfZGSOlGBqvQkyn3Na26Wf8aeqFAWM9CL+A6yTKf9kuZLnGfZr5dcIrOrOCqcBeiABZV9+0vbxDjlJNIYYak7LpOonoaCUUxI1neSyVJEB6jIekaGSFOZE/PfpfBc+MMYBgL8yIFZ+7vCY24lBMemE6O1EguZ1Pz3yzgS5tVeNXTNEpSRSI8XxymDKoYTtHBARUEKzYxAmFBze0Qj5DhpAzgvIHiLiNYFa1S0a0UK/flQu1mgScHTsEZuAAuuAQ1cAfqoAkweATP4AW8Wk/Wm/Vhfc5b16zFzAn4U9b3D3JiqS8=</latexit>

T̂ =
AX

i=1

p̂2
i

2mi

Kinetic energy
<latexit sha1_base64="kliFRrzWCr89cT1BCSA9s8JG/wY=">AAACa3icdZFLTwIxFIU74wPEF8pOXTQSEo2GzKBBFyxQNy4xETRhcNIpBQrtzKTtmJDJ/E/duvcvGMvDB6A3afLl3J7cm3O9kFGpLOvVMJeWV1ZT6bXM+sbm1nZ2Z7chg0hgUscBC8SjhyRh1Cd1RRUjj6EgiHuMPHiDm1H/4ZkISQP/Xg1D0uKo69MOxUhpyc0KR0bcjWmlnzxdQaeHVNxI3LjkJfAodjwOReLSU/iF/WN4Ar8tFTiYcZ395/rBwTF0s3mraI0LLoI9hTyYVs3NvjntAEec+AozJGXTtkLVipFQFDOSZJxIkhDhAeqSpkYfcSJb8TibBBa00oadQOjnKzhWfztixKUccr15gSPVk/O9kfhnz+Nzk1XnshVTP4wU8fFkcCdiUAVwFDxsU0GwYkMNCAuqd4e4hwTCSp8no0Ox5yNYhEapaJeL5bvzfPV6Gk8a7INDcARscAGq4BbUQB1g8AI+jJSRNt7NnLlnHky+msbUkwMzZRY+AZc2ubQ=</latexit>

AX

i<j

V̂2b(ri, rj) +
AX

i<j<k

V̂3b(ri, rj , rk)

Two- and three-body potential
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Nucleon-nucleon potential: phenomenology

Vc(r) = V0(r) + V�(r)�1 · �2 + V⇥ (r)⇥1 · ⇥2 + V�⇥ (r)�1 · �2⇥1 · ⇥2

VT (r) = [VT (r) + VT� (r)]S12(r̂)

VLS(r) = VLS0L · S

S12(r̂) =
3
r2

(�1r) · (�2r)� �1 · �2

classification of Ref. [6]:

Class I: VI = ↵I + �I ⌧ 1 · ⌧ 2 ,

Class II: VII = ↵II ⌧31 ⌧
3

2
,

Class III: VIII = ↵III (⌧31 + ⌧3
2
) ,

Class IV: VIV = ↵IV (⌧3
1
� ⌧3

2
) + �IV [⌧ 1 ⇥ ⌧ 2]3 .

(2.1)

Here, ↵i, �i are position-spin operators and ⌧ i are Pauli isospin matrices of a nucleon i. The operator
�IV has to be odd under a time reversal transformation. While class (I) forces are isospin-invariant, all
other classes (II), (III) and (IV) are isospin-breaking. Class (II) forces, VII, maintain charge symmetry
but break charge independence. They are usually referred to as charge independence breaking (CIB)
forces. Charge symmetry represents invariance under reflection about the 1-2 plane in charge space.
The charge symmetry operator Pcs transforms proton and neutron states into each other and is given
by Pcs = ei⇡T2 with T ⌘

P
i
⌧ i/2 being the total isospin operator. Class (III) forces break charge

symmetry but do not lead to isospin mixing in the NN system, i.e. they do not give rise to transitions
between isospin-singlet and isospin-triplet two-nucleon states. Finally, class (IV) forces break charge
symmetry and cause isospin mixing in the NN system.

Exercise: show that class-III two-nucleon forces do not lead to isospin mixing in the two-nucleon
system, i.e. they commute with the operator T 2. Does this still hold true for systems with three and
more nucleons?

Let us now discuss the position-spin structure of the potential. For the sake of simplicity, I restrict
myself to the isospin-invariant case. The available vectors are given by the position, momentum and spin
operators for individual nucleons: ~r1, ~r2, ~p1, ~p2, ~�1, ~�2. The translational and Galilean invariance of the
potential implies that it may only depend on the relative distance between the nucleons, ~r ⌘ ~r1 � ~r2,
and the relative momentum, ~p ⌘ (~p1 � ~p2)/2. Further constraints due to (i) rotational invariance,
(ii) invariance under a parity operation, (iii) time reversal invariance, (iv) hermiticity as well as (v)
invariance with respect to interchanging the nucleon labels, 1 $ 2, lead to the following operator form
of the potential [7]:

n
1spin, ~�1 · ~�2, S12(~r ), S12(~p ), ~L · ~S, (~L · ~S )2

o
⇥ {1isospin, ⌧ 1 · ⌧ 2} , (2.2)

where ~L ⌘ ~r ⇥ ~p, ~S ⌘ (~�1 + ~�2)/2 and S12(~x ) ⌘ 3~�1 · x̂~�2 · x̂� ~�1 · ~�2 with x̂ ⌘ ~x/|~x |. The operators
entering the above equation are multiplied by scalar operator-like functions that depend on r2, p2 and
L2.

Throughout this work, two-nucleon observables will be computed by solving the Lippmann-Schwinger
equation in momentum space. It is, therefore, instructive to look at the momentum-space representation
of the potential, V (~p 0, ~p ) ⌘ h~p 0|V |~p i, with ~p and ~p 0 denoting the two-nucleon center of mass momenta
before and after the interaction takes place. Following the same logic as above, the most general form
of the potential potential in momentum space can be shown to be:

n
1spin, ~�1 · ~�2, S12(~q ), S12(~k ), i~S · ~q ⇥ ~k, ~�1 · ~q ⇥ ~k ~�2 · ~q ⇥ ~k

o
⇥ {1isospin, ⌧ 1 · ⌧ 2} , (2.3)
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4

Constraints due to rotational invariance, invariance under parity, time reversal invariance, hermiticity and invariance with 
respect to nucleon labels

or, in momentum space,

NN potentials can be decomposed as follows
central

tensor

spin-orbit

Ring and Schuck, The Nuclear Many-Body Problem

Central potential

Scattering Theory 1 (last revised: July 8, 2013) M1b–14

R-matrix but it is also called the K-matrix elsewhere. In the exercises we work out the numerical
evaluation of the R-matrix to calculate phase shifts.

The plan whenever possible for computational e↵ectiveness is to use matrix operations (e.g.,
multiply two matrices or a matrix times a vector), which are e�ciently implemented. The partial
wave Lippmann-Schwinger equation is an integral equation in momentum space that, with a finite
discretization of the continuous range of momentum in a given partial wave, naturally takes the
form of matrix multiplication.

Figure 4: On the right is a matrix version of the 1S0 AV18 potential on the left.

VL=0(k, k0) / hk|VL=0|k
0
i /

Z
d3r j0(kr) V (r) j0(k

0r) =) Vkk0 matrix . (60)

Two-minute question: What would the kinetic energy look like on the right figure of Fig. 4? To
set the scale on the right in Fig. 4, recall our momentum units (~ = c = 1). The typical relative
momentum in a large nucleus is ⇡ 1 fm�1

⇡ 200 MeV.

f. E↵ective range expansion

As first shown by Schwinger, k2l+1 cot �l(k) has a power series expansion in k2 (see Newton for
more details on proving this). The radius of convergence is dictated by how the potential falls o↵
for large r; for a Yukawa potential of mass m, this radius is m/2. For l = 0 the expansion is

k cot �0(k) = �
1

a0
+

1

2
r0k

2
� Pr3

0k
4 + · · · , (61)

which defines the S-wave scattering length a0, the S-wave e↵ective range r0 and the S-wave shape
parameter P (often these are written as and rs or a and re). Note the sign conventions. For l = 1
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Tensor potential



The strong running coupling Flavor physics Magnetic moment of the muon

Strong running coupling

« Orsay group » : main results cited by FLAG
(Flavor Lattice Averaging Group)

I Nf = 0

[P. Boucaud et al. JHEP 0004 (2000) 006 ]
[P. Boucaud et al. Phys.Lett. B493 (2000) 315–324]
[P. Boucaud et al. Phys.Rev. D63 (2001) 114003]

I Nf = 2

[B. Blossier et al. Phys.Rev. D82 (2010) 034510]

I Nf = 2 + 1 + 1

[B. Blossier et al. Phys.Rev. D85 (2012) 034503]
[B. Blossier et al. Phys.Rev.Lett. 108 (2012) 262002]
[B. Blossier et al. Phys.Rev. D89 (2014) 014507]

This talk : first result at the physical pion mass (Nf = 2 + 1)

! Phys.Rev. D98 (2018), 114515

! Phys.Rev.Lett. 122 (2019), 162002

Antoine Gérardin 2 Overview of lattice QCD results

To extract VN2LO
0;2 ðrÞ, we first consider the following

relation derived from Eq. (14),

D × VN2LO
2 ðrÞ ¼ VLOðwallÞ

0 ðrÞ − VLOðsmearÞ
0 ðrÞ; ð15Þ

with D ≡ ∇2Rwallð⃗r; tÞ=Rwallð⃗r; tÞ − ∇2Rsmear ð⃗r; tÞ=
Rsmear ð⃗r; tÞ. In order to avoid numerical instabilities caused

by nearly zeros of D when we divide the right-hand side of
Eq. (15), we extract VN2LO

2 ðrÞ directly from Eq. (15) with a
fitting function, VN2LO

2 ðrÞ ¼ b1e−b2ðr−b3Þ
2 þ b4e−b5ðr−b6Þ

2

at each t. Once VN2LO
2 ðrÞ is obtained, VN2LO

0 ðrÞ can be
determined from Eq. (11).
Figure 6 shows the VN2LO

0 ðrÞ together with the

VLOðwallÞ
0 ðrÞ (Left) and the VN2LO

2 ðrÞ (Right) on L ¼ 64

FIG. 4. The potential at the leading order analysis, VLO
0 ðrÞ, for the wall source (Left) and the smeared source (Right) at t ¼ 10–16.

FIG. 5. A comparison of the potential at the leading order analysis, VLO
0 ðrÞ, between the wall source (red circles) and the smeared

source (blue squares) at t ¼ 10, 12, 14, 16.

TAKUMI IRITANI et al. PHYS. REV. D 99, 014514 (2019)
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Nucleon-nucleon potential: features • The true theory of the nuclear force is 
QCD: nucleons are made of quarks and 
they interact by exchanging quarks and 
gluons 

• In this energy regime, QCD is strictly non-
perturbative
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Nucleon-nucleon potential: features

GAP
D = 4 p ƒp

   ~ 1 GeV

MASS

1 GeV

mp

0

r N

Da1

PION

<qq>  ƒp_ ~ <qq>

LOW – ENERGY  QCD

SPONTANEOUS  SYMMETRY  BREAKING  and  MASS  SPECTRUM

Current Algebra and QCD Sum Rules   (large N   , chiral limit)c

ma1
=

√

2mρ = 4π fπ MN = −
4π

2

Λ2

B

⟨q̄q⟩ + ...

(

|⟨q̄q⟩| ∼ fπ
2
)

(Weinberg) (Ioffe)

that describes low-energy nuclear interactions. I tune the couplings to repro-
duce phase shifts for np scattering. I also review a problem encountered in a
recent analysis of this system that uses dimensional regularization. Finally I
discuss briefly the general implications of effective theory for low-energy nu-
clear physics.

The analysis I present here is pedagogical. Others have completed analyses
that are more thorough, although slightly different in detail from what follows
here.7

4.1 What is a Hadron?

The true theory of the nuclear force is QCD: nucleons are made of quarks and
they interact by exchanging quarks and gluons. Nevertheless the electric form
factor of the proton, for example, is given roughly by

Fp(Q
2) ≈

(

1

1 + (Q/800 MeV)2

)2

(39)

which goes to 1, the value for a pointlike particle, for momentum transfers Q≪
800MeV. This and other experimental results suggest that nucleons appear
approximately point-like to probes with momenta less than 500–1000MeV.
Therefore an effective theory that describes nucleons and other hadrons in this
low-momentum region should treat hadrons as elementary particles. Quark
substructure cannot be resolved at such momenta. Since nucleon momenta
are of order 300MeV or less in nuclear matter, an effective theory of this sort
might provide an excellent framework for the systematic study of traditional
low-energy nuclear physics.

Our effective theory, therefore, should have a cutoff of order the color
resolution scale, Λc ≈ 500–1000MeV. (I switch here to designating the cutoff
in momentum space, Λ, rather than in coordinate space, a = 1/Λ, because
the former is more conventional.) Heavy hadrons, like the proton, neutron,
∆, ρ, and so on, have masses of order the cutoff or larger and so cannot
be relativistic. These are most efficiently treated as pointlike nonrelativistic
particles, with kinetic energies given by

K =
p2

2m
−

p4

8m3
+ · · · . (40)

Because of the cutoff, the effective theory contains no pair creation for these
hadrons; particle and antiparticle decouple.

The light hadrons— that is, the pion and possibly also the kaon —can be
relativistic and so must be included as pointlike particles described by a full

29

• The true theory of the nuclear force is QCD: 
nucleons are made of quarks and they interact 
by exchanging quarks and gluons.  

• In this energy regime, QCD is strictly non-
perturbative 

• Experimental results suggest that nucleons 
appear approximately point-like to probes with 
momenta less than 500–1000 MeV. 

• Quark substructure cannot be resolved at such 
momenta, Since nucleon momenta are of order 
300 MeV.  

• Our effective theory, therefore, should have a 
cutof of order the color resolution scale, Λc ≈ 
500–1000 MeV.
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0 ðrÞ together with the
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0 ðrÞ (Left) and the VN2LO

2 ðrÞ (Right) on L ¼ 64

FIG. 4. The potential at the leading order analysis, VLO
0 ðrÞ, for the wall source (Left) and the smeared source (Right) at t ¼ 10–16.

FIG. 5. A comparison of the potential at the leading order analysis, VLO
0 ðrÞ, between the wall source (red circles) and the smeared

source (blue squares) at t ¼ 10, 12, 14, 16.
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Nucleon-nucleon potential: features
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that describes low-energy nuclear interactions. I tune the couplings to repro-
duce phase shifts for np scattering. I also review a problem encountered in a
recent analysis of this system that uses dimensional regularization. Finally I
discuss briefly the general implications of effective theory for low-energy nu-
clear physics.

The analysis I present here is pedagogical. Others have completed analyses
that are more thorough, although slightly different in detail from what follows
here.7

4.1 What is a Hadron?

The true theory of the nuclear force is QCD: nucleons are made of quarks and
they interact by exchanging quarks and gluons. Nevertheless the electric form
factor of the proton, for example, is given roughly by

Fp(Q
2) ≈

(

1

1 + (Q/800 MeV)2

)2

(39)

which goes to 1, the value for a pointlike particle, for momentum transfers Q≪
800MeV. This and other experimental results suggest that nucleons appear
approximately point-like to probes with momenta less than 500–1000MeV.
Therefore an effective theory that describes nucleons and other hadrons in this
low-momentum region should treat hadrons as elementary particles. Quark
substructure cannot be resolved at such momenta. Since nucleon momenta
are of order 300MeV or less in nuclear matter, an effective theory of this sort
might provide an excellent framework for the systematic study of traditional
low-energy nuclear physics.

Our effective theory, therefore, should have a cutoff of order the color
resolution scale, Λc ≈ 500–1000MeV. (I switch here to designating the cutoff
in momentum space, Λ, rather than in coordinate space, a = 1/Λ, because
the former is more conventional.) Heavy hadrons, like the proton, neutron,
∆, ρ, and so on, have masses of order the cutoff or larger and so cannot
be relativistic. These are most efficiently treated as pointlike nonrelativistic
particles, with kinetic energies given by

K =
p2

2m
−

p4

8m3
+ · · · . (40)

Because of the cutoff, the effective theory contains no pair creation for these
hadrons; particle and antiparticle decouple.

The light hadrons— that is, the pion and possibly also the kaon —can be
relativistic and so must be included as pointlike particles described by a full
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• The true theory of the nuclear force is QCD: 
nucleons are made of quarks and they interact 
by exchanging quarks and gluons.  

• In this energy regime, QCD is strictly non-
perturbative 

• Experimental results suggest that nucleons 
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momenta less than 500–1000 MeV. 

• Quark substructure cannot be resolved at such 
momenta, Since nucleon momenta are of order 
300 MeV.  

• Our effective theory, therefore, should have a 
cutof of order the color resolution scale, Λc ≈ 
500–1000 MeV.
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FIG. 5. A comparison of the potential at the leading order analysis, VLO
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source (blue squares) at t ¼ 10, 12, 14, 16.
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• It looks like an energy spectrum of a quantum systems 
exhibiting a spontaneous symmetry breaking pattern…
if pions would be massless 

• The broken symmetry is chiral symmetry 

• SU(2)R X SU(2)L or SU(2)V X SU(2)R ➡︎ SU(2)V 

• Pions are massive since the symmetry is also explicitly 
broken by quark masses (GOR relation)
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Nucleon-nucleon potential: features • The true theory of the nuclear force is QCD: 
nucleons are made of quarks and they interact 
by exchanging quarks and gluons.  

• In this energy regime, QCD is strictly non-
perturbative 

• Experimental results suggest that nucleons 
appear approximately point-like to probes with 
momenta less than 500–1000 MeV. 

• Quark substructure cannot be resolved at such 
momenta, Since nucleon momenta are of order 
300 MeV.  
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500–1000 MeV.  

• Heavy hadrons, like the proton, neutron, ∆, ρ, 
and so on, have masses of order the cutoff or 
larger and so cannot be relativistic. These are 
most efficiently treated as pointlike 
nonrelativistic particles
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simplified (contact) interactions for the short range part
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Nucleon-nucleon potential: modern point of view

Figure 5: Leading pion loop contribution to the nucleon self energy. Solid line represents the nucleon.

and is sometimes referred to as chiral vielbein. The derivative of the nucleon field, @µN , does not
transform covariantly, i.e. @µN ! (@µN)0 6= h@µN since the compensator field h does, in general,
depend on space-time (through its dependence on U). The covariant derivative of the nucleon field
DµN , DµN ! (DµN)0 = hDµN , is given by

DµN ⌘ (@µ + �µ)N , with �µ ⌘ 1

2

⇣
u†@µu+ u@µu

†
⌘
=

i

4F 2
⌧ · ⇡ ⇥ @µ⇡ +O(⇡4) . (3.45)

The so-called connection �µ can be used to construct higher covariant derivatives of the pion field, for
example:

uµ⌫ ⌘ @µu⌫ + [�µ, u⌫ ] . (3.46)

To first order in the derivatives, the most general pion-nucleon Lagrangian takes the form [37]

L(1)

⇡N
= N̄

⇣
i�µDµ �m+

gA
2
�µ�5uµ

⌘
N , (3.47)

where m and gA are the bare nucleon mass and the axial-vector coupling constant and the superscript
of L⇡N denotes the power of the soft scale Q. Contrary to the pion mass, the nucleon mass does
not vanish in the chiral limit and introduces an additional hard scale in the problem. Consequently,
terms proportional to D0 and m in Eq. (3.47) are individually large. It can, however, be shown that
(i�µDµ �m)N ⇠ O(Q) [38]. The appearance of the additional hard scale associated with the nucleon
mass invalidates the power counting for dimensionally regularized expressions since the contributions
from loop integrals involving nucleon propagators are not automatically suppressed. To see this consider
the correction to the nucleon mass mN due to the pion loop shown in Fig. 5. Assuming that the nucleon
and pion propagators scale as 1/Q and 1/Q2, respectively, and taking into account Q4 from the loop
integration and Q2 from the derivatives entering the gA-vertices, the pion loop contribution to the
nucleon self energy ⌃(p) is expected to be of the order ⇠ Q3. Consequently, the corresponding nucleon
mass shift �mN = ⌃(mN ) is expected to be / M3

⇡ (since no other soft scale is left). Explicit calculation,
however, shows that the resulting nucleon mass shift does not vanish in the chiral limit [37]:

�mN

��
loop, rel

M!0
= �3g2

A
m3

F 2

✓
L(µ) +

1

32⇡2
ln

m2

µ2

◆
+O(d� 4) , (3.48)

where the quantity L(µ) is defined in Eq. (3.40). The result in Eq. (3.48) implies that the nucleon mass
receives a contribution which is formally of the order ⇠ m (m/4⇡F )2 and is not suppressed compared

to m. The bare nucleon mass m that enters the lowest-order Lagrangian L(1)

⇡N
gets renormalized. This

is in contrast to the purely mesonic sector where loop contributions are always suppressed by powers of
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At first order

Paolo Finelli Corso di Teoria delle Forze Nucleari (2012)

π π
N

� 1

4f2
⇡

( ̄�µ~⌧ ) ·
⇣
~�⇥ (@µ~�)

⌘

Weinberg-Tomozawa
coupling

π
N

+
1

2f⇡
( ̄�µ�5~⌧ )@µ~�

All interactions are switched off for vanishing momenta

expand to higher orders in the fields ~�, which then would lead to loops etc. This framework is

called chiral perturbation theory. We can also add an explicit symmetry breaking term to

introduce a mass term for the pion fields Lbreak = �1/2m
2
⇡
~�2. The correct combination of U

matrices is

� ⇠ q̄q

L�SB =
f
2
⇡m

2
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4
Tr
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2
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. (2.66)

2.2.1 Summary

We have replaced the particle content in the linear representation, an isospin singlet � plus a

triplet ~⇡ transforming linearly as a bidoublet under the full chiral symmetry, with the one of the

non-linear representation, a singlet (under the full chiral symmetry), plus three scalars ~� which

transform non-linearly under the chiral symmetry (note that the quantity U transforms linearly

under the chiral symmetry, but the fields ~� transform non-linearly). In this situation, we can

actually decouple the singlet in a chirally invariant way. This can be done by simply freezing its

54 [27/04/2012]

between pions becomes weak at vanishingly low energies and would even completely disappear if chiral
symmetry were exact. This turns out to be a general feature of Goldstone bosons and is not restricted
to the SU(2)L⇥SU(2)R group. This allows to compute low-energy hadronic observables in a systematic
way via the chiral expansion, i.e. the dual expansion in powers of momenta and quark masses about
the kinematical point corresponding to the free theory (assuming that the actual quark masses in the
real world are low enough for such an expansion to converge).

3.4 Inclusion of nucleons

So far we only discussed interactions between Goldstone bosons. We now extend these considerations
to include nucleons. More precisely, we are interested in describing reactions involving pions with
external momenta of the order of M⇡ and (essentially) non-relativistic nucleons whose three-momenta
are of the order of M⇡. Similarly to the triplet of pion fields, the isospin doublet of the nucleon fields
should transform nonlinearly under the chiral SU(2)L⇥SU(2)R but linearly under the vector subgroup
SU(2)V . The unitary matrix U introduced in Eq. (3.26) is less useful when constructing the Lagrangian
involving the nucleons. It is more convenient to introduce its square root u, U = u2. The transformation
properties of u under chiral rotations can be read o↵ from Eq. (3.27):

u ! u0 =
p
LuR† ⌘ Luh�1 = huR† , (3.42)

where I have introduced the unitary matrix h = h(L,R,U) given by h =
p
LUR†�1

L
p
U which is

sometimes referred to as a compensator field. The last equality in Eq. (3.42) follows from U 0 = u0u0 =
Luh�1u0 = LuuR†. Notice that since pions transform linearly under isospin rotations corresponding to
L = R = V with U ! U 0 = V UV † and, accordingly, u ! u0 = V uV †, the compensator field in this
particular case becomes U -independent and coincides with V .

Exercise: calculate the explicit form of the compensator field h(L,R,⇡) for infinitesimal chiral
transformations using Eq. (3.32) and keeping only terms that are at most linear in the pion fields.
Verify that h indeed reduces to the isospin transformation for L = R = V .

It can be shown that {U, N} define a nonlinear realization of the chiral group if one demands that

N ! N 0 = hN . (3.43)

I do not give here the proof of this statement and refer the interesting reader to Ref. [23, 24]. Moreover,
this nonlinear realization obviously fulfills the desired feature that pions and nucleons transform linearly
under isospin rotations. Similarly to the purely Goldstone boson case, one can show that all other
possibilities to introduce the nucleon fields are identical with the above realization modulo nonlinear field
redefinitions. The most general chiral invariant Lagrangian for pions and nucleons can be constructed
from covariantly transforming building blocks, i.e. Oi ! O0

i
= hOih�1, by writing down all possible

terms of the form N̄O1 . . . OnN . The covariant (first) derivative of the pion field is given by

uµ ⌘ iu†(@µU)u† = �⌧ · @µ⇡
F

+O(⇡3) ! u0µ = huµh
�1 , (3.44)
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Q

⇤� Hard scale (Λ∼4πfπ, MN)

Contrary to the pion mass, the 
nucleon mass does not vanish in 
the chiral limit and introduces an 
additional hard scale in the 
problem

1. Identify the soft and hard scales and the appropriate degrees of freedom: pions and nucleons 
2. Identify the relevant symmetries of low-energy QCD and investigate if and how are broken 
3. Construct the most general Lagrangian consistent with symmetry and symmetry breaking patterns 
4. Design a computational scheme, i.e. a low-momentum expansion (power counting)

Soft scale (pπ, mπ)
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Nucleon-nucleon potential: modern point of view

3
Nuclear Forces

from CHIRAL EFT
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Hierarchy of 
SCALES

© Weise

The nuclear force at large 
distances is governed by the 
exchange of one or multiple 
pions. This long-range part 
of the nuclear force is strongly 
constrained by the chiral 
symmetry of QCD

The short-range part of the nuclear force is driven by physics not resolved explicitly in 
reactions with typical nucleon momenta of the order of Mπc. It can be mimicked by 
zero-range contact interactions with an increasing number of derivatives.
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Phase shifts of np scattering as calculated from 
NN potentials at different orders of ChPT.
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⦿ Nucleon-nucleon scattering

○ Interaction leads to a change in the phase of the scattered wave  ➝  scattering phase shifts ẟ

○ Scattering is analysed in partial waves
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Lectures and code on FRIB-TA Summer School  
(https://github.com/fribtascattering/fribtascattering.github.io

https://github.com/fribtascattering/fribtascattering.github.io


Prof. Dr. Paolo Finelli, Dept. of Physics and Astronomy, University of Bologna

24

The n_TOF Nuclear Physics Winter School 2024 

Do we really need three-body forces?
Theoretical argument

In the commonly accepted description of 
the NN interaction, Chiral Perturbation 
Theory, three nucleon forces (but also four-
nucleon, five-nucleon,…) naturally arise. 

+... +... +...

+...
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Fujita-Myazawa

Nuclear Forces 1 (last revised: July 2, 2013) T1a–10

• The nonrelativistic kinetic energy used with the AV18 potential takes the form (for the ith

nucleon):

Ki = KCI

i + KCSB
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i , (42)

which has charge-independent (CI) and charge-symmetry-breaking (CSB) components (here
⌧i is the isospin of nucleon i. The CSB part arises because of di↵erent proton and neutron
masses.

• You may hear about AV8, AV8’, AV6 and so on. These use more limited sets of operators.
They are used for tests or to evaluate the importance of di↵erent components. AV8 has the
first 8 terms in Eq. (39), which are most important to reproduce the S and P phase shifts.
AV8’ omits some electromagnetic terms. AV6’ deletes the spin-orbit terms (and adjusts the
potential to preserve the deuteron binding energy).

Figure 9: Energy spectra in light nuclei with AV18 compared to experiment (and an added three-
body force). Note: Steve Pieper and Bob Wiringa won the APS Bonner prize for this and related
work. We’ll come back to this later; the point now is that three-body forces are needed for a
quantitative (and in some cases qualitative) reproduction of the spectra.

Figure 9 is a preview that a two-body NN interaction such as AV18, although near perfect for NN
phase shifts, will be inadequate for precision (say 1%) calculations of energies and level splittings
in light nuclei (but how well does JISP16 do?). This implies three-nucleon forces are needed.

d. Structure of a local three-nucleon force

We will have much more to say about three-nucleon forces, but for now we just note the most general
structure for a local three-nucleon force as it appeared recently in a paper by Krebs, Gasparyan,

Computational argument

But this is not the end of the story, strength can be shifted from 2-body matrix elements to 3-body…

Nuclear Forces 1 (last revised: July 2, 2013) T1a–11

and Epelbaum (arXiv:1302.2872). The building blocks are ⌧1, ⌧2, ⌧3, �1, �2, �3, r12, and r23. The
constraints are locality, isospin symmetry, parity and time-reversal invariance. This leads to 22
structures (plus permutations) of the form

22X

i=1

GiFi(r12, r23, r31) , (43)

where a few of the Gs are

G4 = ⌧1 · ⌧3 �1 · �3 (44)

G5 = ⌧2 · ⌧3 �1 · �2 (45)

G20 = ⌧1 · (⌧2 ⇥ ⌧3) �1 · br23 �2 · br23 �3 · (br12 ⇥ br23) (46)

The Fi functions are derivable in chiral perturbation theory, with the long-range terms being
parameter-free predictions.

�Most general structure of a local 3NF
Krebs, Gasparyan, EE, arXiv:1302.2872 [nucl-th]

15

where we made a change of variable P �� = P �P in the last line. This equation has the form of Eq. (5.39) with
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VI. CHIRAL EXPANSION OF THE LONG-RANGE TAIL OF THE 3NF

With these preparations we are now in the position to address the convergence of the chiral expansion for the long-
range tail of the 3NF. It is clear that all arguments of the previous section can also be applied to operators in
coordinate space. Here and in what follows, we use the following basis of 22 operators:

G̃1 = 1 ,

G̃2 = ⌧ 1 · ⌧ 3 ,

G̃3 = ��1 · ��3 ,

G̃4 = ⌧ 1 · ⌧ 3 ��1 · ��3 ,

G̃5 = ⌧ 2 · ⌧ 3 ��1 · ��2 ,

G̃6 = ⌧ 1 · (⌧ 2 ⇥ ⌧ 3)��1 · (��2 ⇥ ��3) ,

G̃7 = ⌧ 1 · (⌧ 2 ⇥ ⌧ 3)��2 · (r̂12 ⇥ r̂23) ,

G̃8 = r̂23 · ��1 r̂23 · ��3 ,

G̃9 = r̂23 · ��3 r̂12 · ��1 ,

G̃10 = r̂23 · ��1 r̂12 · ��3 ,

G̃11 = ⌧ 2 · ⌧ 3 r̂23 · ��1 r̂23 · ��2 ,

G̃12 = ⌧ 2 · ⌧ 3 r̂23 · ��1 r̂12 · ��2 ,

G̃13 = ⌧ 2 · ⌧ 3 r̂12 · ��1 r̂23 · ��2 ,

G̃14 = ⌧ 2 · ⌧ 3 r̂12 · ��1 r̂12 · ��2 ,

G̃15 = ⌧ 1 · ⌧ 3 r̂13 · ��1 r̂13 · ��3 ,

G̃16 = ⌧ 2 · ⌧ 3 r̂12 · ��2 r̂12 · ��3 ,

G̃17 = ⌧ 1 · ⌧ 3 r̂23 · ��1 r̂12 · ��3 ,

G̃18 = ⌧ 1 · (⌧ 2 ⇥ ⌧ 3)��1 · ��3 ��2 · (r̂12 ⇥ r̂23) ,
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G̃20 = ⌧ 1 · (⌧ 2 ⇥ ⌧ 3)��1 · r̂23 ��2 · r̂23 ��3 · (r̂12 ⇥ r̂23) ,

G̃21 = ⌧ 1 · (⌧ 2 ⇥ ⌧ 3)��1 · r̂13 ��3 · r̂13 ��2 · (r̂12 ⇥ r̂23) ,

G̃22 = ⌧ 1 · (⌧ 2 ⇥ ⌧ 3)��1 · r̂23 ��3 · r̂12 ��2 · (r̂12 ⇥ r̂23) , (6.43)

where r̂ij ⌘ �rij/|�rij| and �rij = �ri ��rj denotes the position of nucleon i with respect to nucleon j. The 3NF is a linear

combination of the operators G̃i with the coe�cients given by scalar functions Fi(r12, r23, r31). These functions have
the dimension of energy and can be interpreted as the potential energy between three static nucleons projected onto
the corresponding operator. The profile functions Fi receive contributions from the long-range and the intermediate-
range 3NF topologies and are predicted (at long distances) in terms of the chiral expansion. In order to explore the
convergence, we plot these functions for the equilateral triangle configuration of the nucleons given by the condition

r12 = r23 = r31 = r . (6.44)

Restricting ourselves to this particular configuration allows us to stay with simple one-dimensional plots. We em-
phasize, however, that the conclusions about the convergence of the chiral expansion for the 3NF drawn in this
section apply to this particular configuration. We begin with the longest-range 2⇡ exchange topology. Projecting the
coordinate-space expressions given in section II onto the operators in Eq. (6.43) and evaluating the three-dimensional
integrals in Eqs. (2.8) and (2.13) numerically we compute the corresponding contributions to the profile functions
F

(3)(r), F
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(5)(r) at N2LO, N3LO and N4LO, respectively. Our results for the 3NF profile functions

22 independent operators (coord. space)

n

p

n

r12

r31

r23

Building blocks: 
⌧ 1, ⌧ 2, ⌧ 3, ��1, ��2, ��3, �r12, �r23, �r31 (1)

V (0)
2N = �

g2
A

4F 2
⇡

⌧ 1 · ⌧ 2
��1 · �q ��2 · �q

�q 2 + M2
⇡

+ CS + CT��1 · ��2, (2)

T (�p 0, �p)=V (0)
2N (�p 0, �p) +

Z d3k

(2 ⇡)3
V (0)

2N (�p 0,�k)
mN

p2 � k2 + i �
T (�k, �p) (3)

T (�p 0, �p)=V (0)
2N (�p 0, �p) +

m2
N

2

Z d3k

(2 ⇡)3

V (0)
2N (�p 0,�k) T (�k, �p)

(k2 + m2
N

) (E �

q
k2 + m2

N
+ i �)

, (4)

✓q
(23 + 32)2

� 168 � 1
◆2

(5)

a+ = (7.6 ± 3.1) ⇥ 10�3M�1
⇡

(6)

a� = (86.1 ± 0.9) ⇥ 10�3M�1
⇡

(7)

m� � mN ⇠ M⇡ (8)

V static
3N =

22X

i=1

Gi(��1,��2,��3, ⌧ 1, ⌧ 2, ⌧ 3,�r12,�r23) Fi(r12, r23, r31) + permutations

(9)

c�
3 = �2c�

4 = �
4h2

A

9(m� � mN)
� �2.7 GeV�1 (10)

Q ⇠ M⇡ (11)

� 1
m��mN

(12)

� 1
(m��mN )2

, . . . (13)

� 1
m��mN

, 1
(m��mN )2

, . . . (14)

1

Constraints: 
− locality,
− isospin symmetry, 
− parity and time-reversal invariance 

V3N =
22X

i=1

Gi Fi(r12, r23, r31) + 5 perm. (1)

⌧ 1, ⌧ 2, ⌧ 3, ��1, ��2, ��3, �r12, �r23, �r31 (2)

V (0)
2N = �

g2
A

4F 2
⇡

⌧ 1 · ⌧ 2
��1 · �q ��2 · �q

�q 2 + M2
⇡

+ CS + CT��1 · ��2, (3)

T (�p 0, �p)=V (0)
2N (�p 0, �p) +

Z d3k

(2 ⇡)3
V (0)

2N (�p 0,�k)
mN

p2 � k2 + i �
T (�k, �p) (4)

T (�p 0, �p)=V (0)
2N (�p 0, �p) +

m2
N

2

Z d3k

(2 ⇡)3

V (0)
2N (�p 0,�k) T (�k, �p)

(k2 + m2
N

) (E �

q
k2 + m2

N
+ i �)

, (5)

✓q
(23 + 32)2

� 168 � 1
◆2

(6)

a+ = (7.6 ± 3.1) ⇥ 10�3M�1
⇡

(7)

a� = (86.1 ± 0.9) ⇥ 10�3M�1
⇡

(8)

m� � mN ⇠ M⇡ (9)

V static
3N =

22X

i=1

Gi(��1,��2,��3, ⌧ 1, ⌧ 2, ⌧ 3,�r12,�r23) Fi(r12, r23, r31) + permutations

(10)

c�
3 = �2c�

4 = �
4h2

A

9(m� � mN)
� �2.7 GeV�1 (11)

Q ⇠ M⇡ (12)

� 1
m��mN

(13)

� 1
(m��mN )2

, . . . (14)

1

Figure 10: Three-body force coordinates.

d.1 Inverse scattering potentials

These potentials are derived directly from the scattering data and possible other input. The JISP
potentials are most extensively used, particularly in combination with the no-core shell model
(NCSM). It is a two-body potential based on a separable expansion that uses additional few-body
experimental data (binding energies) to fix the two-body o↵-shell behavior. As a result, it does a
good job of reproducing energies of light nuclei without a three-body force. See Ref. ??? for more
details and examples of how well it works. We’ll discuss the implications of this success further
next week.

d.2 Toy potentials

By “toy” we mean model potentials that are not high precision and lack the full spin and isospin
dependence we know is need for fully quantitative calculations of nuclei. They are useful for test
calculations. Some of these are

• NN potentials already reproduces 2-body with a 
χ2/datum ≃1 

• Almost exhausted operator structure
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The nuclear many-body problem (iii)
<latexit sha1_base64="eUMp7OYvQfRTpHtHHgzWyk2tv4g=">AAACGXicbVDLSsNAFJ34rPUVdelmsAiuSiJS3QhFEbqsYB/QhDCZ3rZDJ5MwMxFK7G+48VfcuFDEpa78G6dtFtp64MKZc+5l7j1hwpnSjvNtLS2vrK6tFzaKm1vbO7v23n5Txamk0KAxj2U7JAo4E9DQTHNoJxJIFHJohcPrid+6B6lYLO70KAE/In3BeowSbaTAdrwB0VltjB+wV1csENiTRPQ54Et8Y14LcmCXnLIzBV4kbk5KKEc9sD+9bkzTCISmnCjVcZ1E+xmRmlEO46KXKkgIHZI+dAwVJALlZ9PLxvjYKF3ci6UpofFU/T2RkUipURSazojogZr3JuJ/XifVvQs/YyJJNQg6+6iXcqxjPIkJd5kEqvnIEEIlM7tiOiCSUG3CLJoQ3PmTF0nztOxWypXbs1L1Ko+jgA7RETpBLjpHVVRDddRAFD2iZ/SK3qwn68V6tz5mrUtWPnOA/sD6+gEr458q</latexit>

Ĥ| ni = En| niFor a system of A = N + Z particles

Formal manipulation <latexit sha1_base64="FX1QKN7QBFiCV34NRyY57iWB8Eg=">AAACMXicbZBLawIxEMez9mXty7bHXkJFKBRk1xbrpSDtxaMFX6DLko1Rg9kHyWxBlv0q/RL9Cr22d2/Fa79E4+qhagcCv/lPhpn5u6HgCkxzZmR2dvf2D7KHuaPjk9Oz/PlFWwWRpKxFAxHIrksUE9xnLeAgWDeUjHiuYB138ryod16ZVDzwmzANme2Rkc+HnBLQkpOv9scE4nqCH3FKzQTfLqmdOHHZXUvvlqkYBKCcfMEsmWngbbBWUECraDj5eX8Q0MhjPlBBlOpZZgh2TCRwKliS60eKhYROyIj1NPrEY8qO0wsTXNTKAA8DqZ8POFX/dsTEU2rq6f2KHoGx2qwtxH9rrrcxGYZVO+Z+GAHz6XLwMBIYArywDw+4ZBTEVAOhkuvdMR0TSShok3PaFGvTgm1ol0tWpVR5uS/Unlb2ZNEVukY3yEIPqIbqqIFaiKI39IE+0ZfxbsyMb2O+/JoxVj2XaC2Mn1/4sKkv</latexit>

Ĥ = T̂ + V̂2b + V̂3b + . . .

<latexit sha1_base64="JqPWUNoCOsrThhrq2NM0jmU/nU8=">AAACLXicbZDLSgMxFIYzXmu9jbp0EyyCqzJTSnVTqLpxWaE36LRDJs20ocnMkGSEEuZFfAlfwa3uXQjiwo2vYXpZaOuBwM//n8M5+YKEUakc591aW9/Y3NrO7eR39/YPDu2j45aMU4FJE8csFp0AScJoRJqKKkY6iSCIB4y0g/HtNG8/ECFpHDXUJCE9joYRDSlGyli+XfZGSOlGBqvQkyn3Na26Wf8aeqFAWM9CL+A6yTKf9kuZLnGfZr5dcIrOrOCqcBeiABZV9+0vbxDjlJNIYYak7LpOonoaCUUxI1neSyVJEB6jIekaGSFOZE/PfpfBc+MMYBgL8yIFZ+7vCY24lBMemE6O1EguZ1Pz3yzgS5tVeNXTNEpSRSI8XxymDKoYTtHBARUEKzYxAmFBze0Qj5DhpAzgvIHiLiNYFa1S0a0UK/flQu1mgScHTsEZuAAuuAQ1cAfqoAkweATP4AW8Wk/Wm/Vhfc5b16zFzAn4U9b3D3JiqS8=</latexit>

T̂ =
AX

i=1

p̂2
i

2mi

Kinetic energy
<latexit sha1_base64="kliFRrzWCr89cT1BCSA9s8JG/wY=">AAACa3icdZFLTwIxFIU74wPEF8pOXTQSEo2GzKBBFyxQNy4xETRhcNIpBQrtzKTtmJDJ/E/duvcvGMvDB6A3afLl3J7cm3O9kFGpLOvVMJeWV1ZT6bXM+sbm1nZ2Z7chg0hgUscBC8SjhyRh1Cd1RRUjj6EgiHuMPHiDm1H/4ZkISQP/Xg1D0uKo69MOxUhpyc0KR0bcjWmlnzxdQaeHVNxI3LjkJfAodjwOReLSU/iF/WN4Ar8tFTiYcZ395/rBwTF0s3mraI0LLoI9hTyYVs3NvjntAEec+AozJGXTtkLVipFQFDOSZJxIkhDhAeqSpkYfcSJb8TibBBa00oadQOjnKzhWfztixKUccr15gSPVk/O9kfhnz+Nzk1XnshVTP4wU8fFkcCdiUAVwFDxsU0GwYkMNCAuqd4e4hwTCSp8no0Ox5yNYhEapaJeL5bvzfPV6Gk8a7INDcARscAGq4BbUQB1g8AI+jJSRNt7NnLlnHky+msbUkwMzZRY+AZc2ubQ=</latexit>

AX

i<j

V̂2b(ri, rj) +
AX

i<j<k

V̂3b(ri, rj , rk)

Add and subtract a 1-body potential U1b

<latexit sha1_base64="lGqC879iuq1WYZL1rIzR6BaTN5g=">AAACVHicbZHPSwJBFMfHNcvsl9Wxy5AIRiS7FtYlkLp4NPAXqMjsOKuDsz+YeRvIsn9c/0TQtUvXundoXCVSezDwed/3Hu/xHTsQXIFpvqWM9FZmeye7m9vbPzg8yh+ftJUfSspa1Be+7NpEMcE91gIOgnUDyYhrC9axp4/zeueZScV9rwmzgA1cMva4wykBLQ3zvf6EQFSP8T1OqBnjywW14mFk2UkqmAOlhdrWasX+bZqn1zq9WpnpSz6ewMUwXzDLZhJ4E6wlFNAyGsP8e3/k09BlHlBBlOpZZgCDiEjgVLA41w8VCwidkjHrafSIy9QgSkyIcVErI+z4Uj8PcKL+nYiIq9TM1ccWXQITtV6bi//WbHdtMzh3g4h7QQjMo4vFTigw+HjuMB5xySiImQZCJde3YzohklDQ/5DTpljrFmxCu1K2quXq002h9rC0J4vO0DkqIQvdohqqowZqIYpe0Af6RF+p19S3kTYyi1YjtZw5RSthHP4AB5a0DQ==</latexit>

Ĥ = T̂ + Û1b +
⇣
V̂2b + V̂3b � Û1b

⌘

<latexit sha1_base64="99S8wllsb9h76wCHhaw5n/dVWpM=">AAACAXicbVC7SgNBFL0bXzG+opY2g0GwCrsi0TJokzKCeWCyhNnJJBkyO7vM3BXCkspfsNXeTmz9Elu/xEmyhSYeuHA4517O5QSxFAZd98vJra1vbG7ltws7u3v7B8XDo6aJEs14g0Uy0u2AGi6F4g0UKHk71pyGgeStYHw781uPXBsRqXucxNwP6VCJgWAUrfTQHVFMa9OeS3rFklt25yCrxMtICTLUe8Xvbj9iScgVMkmN6XhujH5KNQom+bTQTQyPKRvTIe9YqmjIjZ/OP56SM6v0ySDSdhSSufr7IqWhMZMwsJshxZFZ9mbiv14QLiXj4NpPhYoT5IotggeJJBiRWR2kLzRnKCeWUKaF/Z2wEdWUoS2tYEvxlitYJc2LslcpV+4uS9WbrJ48nMApnIMHV1CFGtShAQwUPMMLvDpPzpvz7nwsVnNOdnMMf+B8/gBWP5cX</latexit>

Ĥ0

<latexit sha1_base64="OOZG3sbMnNKHOgY4yu+EYI8HCEw=">AAACBXicbVC7SgNBFJ31GeMramkzGASrsCsSLYM2lhHMA5I1zE7uJkNmdpeZu0JYUvsLttrbia3fYeuXOEm20MQDFw7n3Mu5nCCRwqDrfjkrq2vrG5uFreL2zu7efungsGniVHNo8FjGuh0wA1JE0ECBEtqJBqYCCa1gdDP1W4+gjYijexwn4Cs2iEQoOEMrPXSHDLPmpJdpMBPaK5XdijsDXSZeTsokR71X+u72Y54qiJBLZkzHcxP0M6ZRcAmTYjc1kDA+YgPoWBoxBcbPZl9P6KlV+jSMtZ0I6Uz9fZExZcxYBXZTMRyaRW8q/usFaiEZwys/E1GSIkR8HhymkmJMp5XQvtDAUY4tYVwL+zvlQ6YZR1tc0ZbiLVawTJrnFa9aqd5dlGvXeT0FckxOyBnxyCWpkVtSJw3CiSbP5IW8Ok/Om/PufMxXV5z85oj8gfP5A1kAmV8=</latexit>

V̂res
Mean-field Hamiltonian 

(or unperturbed) 
- Sum of single-particle Hamiltonians -

Residual interaction 
(perturbation theory?) 

Two- and three-body potential
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The nuclear many-body problem (iv)
<latexit sha1_base64="eUMp7OYvQfRTpHtHHgzWyk2tv4g=">AAACGXicbVDLSsNAFJ34rPUVdelmsAiuSiJS3QhFEbqsYB/QhDCZ3rZDJ5MwMxFK7G+48VfcuFDEpa78G6dtFtp64MKZc+5l7j1hwpnSjvNtLS2vrK6tFzaKm1vbO7v23n5Txamk0KAxj2U7JAo4E9DQTHNoJxJIFHJohcPrid+6B6lYLO70KAE/In3BeowSbaTAdrwB0VltjB+wV1csENiTRPQ54Et8Y14LcmCXnLIzBV4kbk5KKEc9sD+9bkzTCISmnCjVcZ1E+xmRmlEO46KXKkgIHZI+dAwVJALlZ9PLxvjYKF3ci6UpofFU/T2RkUipURSazojogZr3JuJ/XifVvQs/YyJJNQg6+6iXcqxjPIkJd5kEqvnIEEIlM7tiOiCSUG3CLJoQ3PmTF0nztOxWypXbs1L1Ko+jgA7RETpBLjpHVVRDddRAFD2iZ/SK3qwn68V6tz5mrUtWPnOA/sD6+gEr458q</latexit>

Ĥ| ni = En| niFor a system of A = N + Z particles

Formal manipulation <latexit sha1_base64="FX1QKN7QBFiCV34NRyY57iWB8Eg=">AAACMXicbZBLawIxEMez9mXty7bHXkJFKBRk1xbrpSDtxaMFX6DLko1Rg9kHyWxBlv0q/RL9Cr22d2/Fa79E4+qhagcCv/lPhpn5u6HgCkxzZmR2dvf2D7KHuaPjk9Oz/PlFWwWRpKxFAxHIrksUE9xnLeAgWDeUjHiuYB138ryod16ZVDzwmzANme2Rkc+HnBLQkpOv9scE4nqCH3FKzQTfLqmdOHHZXUvvlqkYBKCcfMEsmWngbbBWUECraDj5eX8Q0MhjPlBBlOpZZgh2TCRwKliS60eKhYROyIj1NPrEY8qO0wsTXNTKAA8DqZ8POFX/dsTEU2rq6f2KHoGx2qwtxH9rrrcxGYZVO+Z+GAHz6XLwMBIYArywDw+4ZBTEVAOhkuvdMR0TSShok3PaFGvTgm1ol0tWpVR5uS/Unlb2ZNEVukY3yEIPqIbqqIFaiKI39IE+0ZfxbsyMb2O+/JoxVj2XaC2Mn1/4sKkv</latexit>

Ĥ = T̂ + V̂2b + V̂3b + . . .

<latexit sha1_base64="lGqC879iuq1WYZL1rIzR6BaTN5g=">AAACVHicbZHPSwJBFMfHNcvsl9Wxy5AIRiS7FtYlkLp4NPAXqMjsOKuDsz+YeRvIsn9c/0TQtUvXundoXCVSezDwed/3Hu/xHTsQXIFpvqWM9FZmeye7m9vbPzg8yh+ftJUfSspa1Be+7NpEMcE91gIOgnUDyYhrC9axp4/zeueZScV9rwmzgA1cMva4wykBLQ3zvf6EQFSP8T1OqBnjywW14mFk2UkqmAOlhdrWasX+bZqn1zq9WpnpSz6ewMUwXzDLZhJ4E6wlFNAyGsP8e3/k09BlHlBBlOpZZgCDiEjgVLA41w8VCwidkjHrafSIy9QgSkyIcVErI+z4Uj8PcKL+nYiIq9TM1ccWXQITtV6bi//WbHdtMzh3g4h7QQjMo4vFTigw+HjuMB5xySiImQZCJde3YzohklDQ/5DTpljrFmxCu1K2quXq002h9rC0J4vO0DkqIQvdohqqowZqIYpe0Af6RF+p19S3kTYyi1YjtZw5RSthHP4AB5a0DQ==</latexit>

Ĥ = T̂ + Û1b +
⇣
V̂2b + V̂3b � Û1b

⌘

<latexit sha1_base64="99S8wllsb9h76wCHhaw5n/dVWpM=">AAACAXicbVC7SgNBFL0bXzG+opY2g0GwCrsi0TJokzKCeWCyhNnJJBkyO7vM3BXCkspfsNXeTmz9Elu/xEmyhSYeuHA4517O5QSxFAZd98vJra1vbG7ltws7u3v7B8XDo6aJEs14g0Uy0u2AGi6F4g0UKHk71pyGgeStYHw781uPXBsRqXucxNwP6VCJgWAUrfTQHVFMa9OeS3rFklt25yCrxMtICTLUe8Xvbj9iScgVMkmN6XhujH5KNQom+bTQTQyPKRvTIe9YqmjIjZ/OP56SM6v0ySDSdhSSufr7IqWhMZMwsJshxZFZ9mbiv14QLiXj4NpPhYoT5IotggeJJBiRWR2kLzRnKCeWUKaF/Z2wEdWUoS2tYEvxlitYJc2LslcpV+4uS9WbrJ48nMApnIMHV1CFGtShAQwUPMMLvDpPzpvz7nwsVnNOdnMMf+B8/gBWP5cX</latexit>

Ĥ0

<latexit sha1_base64="OOZG3sbMnNKHOgY4yu+EYI8HCEw=">AAACBXicbVC7SgNBFJ31GeMramkzGASrsCsSLYM2lhHMA5I1zE7uJkNmdpeZu0JYUvsLttrbia3fYeuXOEm20MQDFw7n3Mu5nCCRwqDrfjkrq2vrG5uFreL2zu7efungsGniVHNo8FjGuh0wA1JE0ECBEtqJBqYCCa1gdDP1W4+gjYijexwn4Cs2iEQoOEMrPXSHDLPmpJdpMBPaK5XdijsDXSZeTsokR71X+u72Y54qiJBLZkzHcxP0M6ZRcAmTYjc1kDA+YgPoWBoxBcbPZl9P6KlV+jSMtZ0I6Uz9fZExZcxYBXZTMRyaRW8q/usFaiEZwys/E1GSIkR8HhymkmJMp5XQvtDAUY4tYVwL+zvlQ6YZR1tc0ZbiLVawTJrnFa9aqd5dlGvXeT0FckxOyBnxyCWpkVtSJw3CiSbP5IW8Ok/Om/PufMxXV5z85oj8gfP5A1kAmV8=</latexit>

V̂res

<latexit sha1_base64="grEePzhi+uox8jAK0Thv1kLcHUc=">AAACU3icbVFNSwMxFEzXqrVarXr0EixCRSi7RaqXQtVLjxXsB3bbJZtmbWiyuyRZoYT9b/4JD149eNW7F9OPg7Y+SBhm3rwXJn7MqFS2/ZaxNrKbW9u5nfzuXmH/oHh41JFRIjBp44hFoucjSRgNSVtRxUgvFgRxn5GuP7mb6d1nIiSNwgc1jcmAo6eQBhQjZSiv+OiOkdLN1LNhHboy4Z6mdScd3kA3EAhr7focxumw6tFUV7m54QVsexSW54pIz9d8s4Hj1KNesWRX7HnBdeAsQQksq+UV391RhBNOQoUZkrLv2LEaaCQUxYykeTeRJEZ4gp5I38AQcSIHep5BCs8MM4JBJMwJFZyzvx0acSmn3DedHKmxXNVm5L+az1c2q+B6oGkYJ4qEeLE4SBhUEZwFDEdUEKzY1ACEBTVvh3iMTJbKfEPehOKsRrAOOtWKU6vU7i9LjdtlPDlwAk5BGTjgCjRAE7RAG2DwAj7AJ/jKvGa+LcvKLlqtzNJzDP6UVfgBohWzSg==</latexit>

Ĥ0 =
AX

i=1

p2
i

2mi
+ Ui(r) =

AX

i=1

ĥi

Extreme single-particle model 

• No correlations 

• Oversimplified 

• Orthonormality - Matrix elements 
strongly simplified (factorised)
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How to construct the basis: one-body basis

single particle nucleon basis

<latexit sha1_base64="59fXJuuOWviMdCqDHzNiBtGMrus=">AAACdXicbZFBSyNBEIV7RneNWXeNehSh2ejiXuKMiHoRRC8eIxgVnBh6OjVJk57uobtGDJP8UK/+Ca/2xCgxWtDweO9rqqiKMyksBsGT5y8s/vi5VFmu/lr5/We1trZ+bXVuOLS4ltrcxsyCFApaKFDCbWaApbGEm3hwXuY3D2Cs0OoKhxm0U9ZTIhGcobM6tdEoavZFZ0Ajw1RPAj2hkYQEd+mIRlmZ3Bc2YxzGH0SkUaRgS4C/A0LN5Eb0+vh/lnucYMLqz2SnVg8awaToVxFORZ1Mq9mpPUddzfMUFHLJrL0LgwzbBTMouIRxNcotuGEHrAd3Tirm+reLyZbGdMc5XZpo455COnFnfxQstXaYxo5MGfbtfFaa32ZxOtcZk+N2IVSWIyj+1jjJJUVNyxPQrjDAUQ6dYNwINzvlfWYYR3eoqltKOL+Cr+J6vxEeNg4vD+qnZ9P1VMgm+Ut2SUiOyCm5IE3SIpw8exVvzVv3Xvwtf9v/94b63vTPBvlU/t4rk/C/RA==</latexit>

|�ki =
⇣
|�space

k i ⌦ |�spin
k i

⌘
⌦ |⇠isospink i

<latexit sha1_base64="wKpeoXIhLdY9i6/8FDAWNmNz40A=">AAACL3icbVDLSsNAFJ3UV62vqEs3g0VwVRKR6kYounFZwT6gCWEyvW2GTiZhZiKU2D/xJ/wFt7oXNyLu/AunbRZaPTBwOOdc7p0Tppwp7ThvVmlpeWV1rbxe2djc2t6xd/faKskkhRZNeCK7IVHAmYCWZppDN5VA4pBDJxxdTf3OHUjFEnGrxyn4MRkKNmCUaCMFdt2LiM6jScDwvdeMWDDCniRiyAFfYA9SxbiJjRbNwK46NWcG/Je4BamiAs3A/vT6Cc1iEJpyolTPdVLt50RqRjlMKl6mICV0RIbQM1SQGJSfz/43wUdG6eNBIs0TGs/UnxM5iZUax6FJxkRHatGbiv96YbywWQ/O/ZyJNNMg6HzxIONYJ3haHu4zCVTzsSGESmZuxzQiklBtKq6YUtzFCv6S9knNrdfqN6fVxmVRTxkdoEN0jFx0hhroGjVRC1H0gJ7QM3qxHq1X6936mEdLVjGzj37B+voGUsOphg==</latexit>

ĥi|�ki = ✏k|�ki
<latexit sha1_base64="kqiKsuHBramK082CMuXbHkm2ikA=">AAACEXicbVDLSgMxFL3js9bXqBvBTbAIrsqMSHVZdOOygn1AZyiZNNOGJpkhyQhlrD/hL7jVvTtx6xe49UtMHwttPRA4nHMv5+ZEKWfaeN6Xs7S8srq2Xtgobm5t7+y6e/sNnWSK0DpJeKJaEdaUM0nrhhlOW6miWEScNqPB9dhv3lOlWSLvzDClocA9yWJGsLFSxz0MDBNUo4Bj2eMU5UEkkBqhh45b8sreBGiR+DNSghlqHfc76CYkE1QawrHWbd9LTZhjZRjhdFQMMk1TTAa4R9uWSmxjw3zygxE6sUoXxYmyTxo0UX9v5FhoPRSRnRTY9PW8Nxb/9SIxl2ziyzBnMs0MlWQaHGccmQSN60FdpigxfGgJJorZ2xHpY4WJsSUWbSn+fAWLpHFW9ivlyu15qXo1q6cAR3AMp+DDBVThBmpQBwKP8Awv8Oo8OW/Ou/MxHV1yZjsH8AfO5w+a6J0q</latexit>

⇥hr|
<latexit sha1_base64="iLslEX87+gyDOGFfjKeqszlSOWQ=">AAACL3icbVDLSgMxFM34rPU16tJNsAh1U2ZEqhuh6MZlBfuAzjBk0kwnNMkMSUYoQ//En/AX3Ope3Ii48y9M21lo2wOBwznncm9OmDKqtON8WCura+sbm6Wt8vbO7t6+fXDYVkkmMWnhhCWyGyJFGBWkpalmpJtKgnjISCcc3k78ziORiibiQY9S4nM0EDSiGGkjBXY9Dij0mjENhrCaeyGHchzQM3gNPZIqykxmuMQP7IpTc6aAi8QtSAUUaAb2t9dPcMaJ0JghpXquk2o/R1JTzMi47GWKpAgP0YD0DBWIE+Xn0/+N4alR+jBKpHlCw6n6dyJHXKkRD02SIx2reW8iLvVCPrdZR1d+TkWaaSLwbHGUMagTOCkP9qkkWLORIQhLam6HOEYSYW0qLptS3PkKFkn7vObWa/X7i0rjpqinBI7BCagCF1yCBrgDTdACGDyBF/AK3qxn6936tL5m0RWrmDkC/2D9/AKg+qfv</latexit>

hi�k(ri) = ✏k�k(ri)

Set of eigenstates of a 
single nucleon H. 
We can assume 

something simple, i.e. 
harmonic oscillator

<latexit sha1_base64="qk2WBC5QevxKEqJPRzudpdB+rFQ=">AAACKnicbVDLSgMxFM3UV62vUZeCBIvgqsyIVJdFNy4r2Ad0hiGTybShSWZIMkIZu/NrxJ1+ibvi1l9wb9rOwrZeCBzOufdwcsKUUaUdZ2KV1tY3NrfK25Wd3b39A/vwqK2STGLSwglLZDdEijAqSEtTzUg3lQTxkJFOOLyb6p0nIhVNxKMepcTnqC9oTDHShgrsU5h7M5dckmgMn6FgPGDQk0j0GRkHdtWpObOBq8AtQBUU0wzsHy9KcMaJ0JghpXquk2o/R1JTbPwqXqZIivAQ9UnPQIE4UX4+SzCG54aJYJxI84SGM/bvRY64UiMemk2O9EAta1PyX23uv0CFfCmMjm/8nIo000TgeZY4Y1AncNobjKgkWLORAQhLar4D8QBJhLVpt2J6cpdbWQXty5pbr9UfrqqN26KxMjgBZ+ACuOAaNMA9aIIWwOAFvIJ38GG9WZ/WxPqar5as4uYYLIz1/Qu6tqgZ</latexit>

|nlmli
<latexit sha1_base64="45yn7CaxzdL6dKVinrinp2nr7/w=">AAACRnicbVDLSgMxFL1TX7W+qi7dBIvgqswUqSIIRTcuFWwtdIYhk2ZqaJIZkoxQxvkXv0bc6dafcCduTR+LWr0QOJxz7+HkRCln2rjuh1NaWl5ZXSuvVzY2t7Z3qrt7HZ1kitA2SXiiuhHWlDNJ24YZTrupolhEnN5Hw6uxfv9IlWaJvDOjlAYCDySLGcHGUmH1HOX+xCWPeEYL9IS0CDXyFZYDTtGFJfxYYZJ7Rd4o0JxWhNWaW3cng/4CbwZqMJubsPrl9xOSCSoN4VjrnuemJsixMoxYv4qfaZpiMsQD2rNQYkF1kE/SFejIMn0UJ8o+adCEnb/IsdB6JCK7KbB50IvamPxXm/r/oiKxEMbEZ0HOZJoZKsk0S5xxZBI07hT1maLE8JEFmChmv4PIA7atGdt8xfbkLbbyF3Qada9Zb96e1FqXs8bKcACHcAwenEILruEG2kDgGV7gDd6dV+fT+XK+p6slZ3azD7+mBD+0b7H3</latexit>

|smsi = |1
2
msi

<latexit sha1_base64="qEeZNmA3T8FsOdpVe9tA3x/FD+8=">AAACR3icbVDLSgMxFM3Ud31VXboJFsFVmRFRQQTRjUsFq4VOKZn0Tg0mmSG5I5RxPsavEXe69CtcKS5NHwvbeiFwOOfew8mJUiks+v6HV5qZnZtfWFwqL6+srq1XNjZvbZIZDnWeyMQ0ImZBCg11FCihkRpgKpJwFz1c9PW7RzBWJPoGeym0FOtqEQvO0FHtygnNw4FL3jUAuqBPFFUbaWiY7kqgp44IY8N4HhT5fkH/aEW7UvVr/mDoNAhGoEpGc9WufIWdhGcKNHLJrG0GfoqtnBkU3PmVw8xCyvgD60LTQc0U2FY+iFfQXcd0aJwY9zTSAfv3ImfK2p6K3KZieG8ntT75rzb0H6MiNREG4+NWLnSaIWg+zBJnkmJC+6XSjjDAUfYcYNwI9x3K75lrDV31ZddTMNnKNLjdrwWHtcPrg+rZ+aixRbJNdsgeCcgROSOX5IrUCSfP5IW8kXfv1fv0vr2f4WrJG91skbEpeb+klLJt</latexit>

|tmti = |1
2
mti

<latexit sha1_base64="QhdOuQnvJrout3znT4FQ2iG8NiY=">AAAC7XichVJNaxRBEO0Zv+L6terRS+GiRJBlJkj0GPSgJ4ngJoH0MvT01sx20h9Dd09kmZ2f4U28+ps8+iO827M7grsJWNDwePVeVXV155UUzifJzyi+dv3GzVs7twd37t67/2D48NGRM7XlOOFGGnuSM4dSaJx44SWeVBaZyiUe5+fvuvzxBVonjP7sFxVOFSu1KARnPlDZ8NdHoK5WWaMy+VJlrgUqsfC7QHMshW6YtWzRNpy3IOE50MIy3qRtsxeEFAbBFdjgA4p61quBWlHO/XJdarxdqoWzzquusLyApZZdTWqZLiUCNV4odLDc6Lzq9x+F/6vIhqNknKwCLoO0ByPSx2E2/E1nhtcKteeSOXeaJpWfhkG94BLbAa0dVoyfsxJPA9QstJ82q6do4VlgZlAYG472sGL/dTRMObdQeVAq5uduO9eRV+bW9TeoXG0N44s300boqvao+XqWopbgDXRPDzNhkXu5CIBxK8J1gM9ZWJoPH2QQ9pRub+UyONobp/vj/U+vRgdv+43tkCfkKdklKXlNDsgHckgmhEfvIxVdRF9iE3+Nv8Xf19I46j2PyUbEP/4A6N/tKQ==</latexit>

N
X

ml,ms

✓
l 1

2
ml ms

����
j
m

◆
|nlmli ⌦ |1

2
msi ⌦ |1

2
mti

<latexit sha1_base64="WKdNigltHAqsgMxEYvXv0G1ZlwY=">AAACLnicbVA9SwNBEN2L3+dX1NJmSRCswp1ItAzaWCoYDeRC2NvMJUv29o7dOSGc6f01Yqe/RLAQW/+AvZuPwiQ+GHi8NzPMvDCVwqDnfTiFpeWV1bX1DXdza3tnt7i3f2eSTHOo80QmuhEyA1IoqKNACY1UA4tDCfdh/3Lk3z+ANiJRtzhIoRWzrhKR4Ayt1C6WAgkRBjl1H2mQ9kS7TwPNVFeCG2jR7WEwbBfLXsUbgy4Sf0rKZIrrdvEn6CQ8i0Ehl8yYpu+l2MqZRsElDN0gM5Ay3mddaFqqWAymlY9/GdIjq3RolGhbCulY/TuRs9iYQRzazphhz8x7I/Ffb7J/RgrjuWMwOm/lQqUZguKTW6JMUkzoKDvaERo4yoEljGth36G8xzTjaBN2bU7+fCqL5O6k4lcr1ZvTcu1imtg6OSQlckx8ckZq5Ipckzrh5Ik8k1fy5rw4786n8zVpLTjTmQMyA+f7F8/3qRU=</latexit>

{|�ki}

Postulate: The Hilbert space of state functions of a system of identical 
particles contains either only symmetric or only antisymmetric functions

(bosons) (fermions)

(special functions, i.e. 
Hermite, allow nth-order 
derivatives free of errors)

Be careful with 
asymptotic behaviours
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How to construct the basis: many-body basis
Nucleons are fermions → Pauli exclusion principle 

<latexit sha1_base64="m8AcFgrKu8R8cvwKbmt/W79tBjc=">AAACQnicbVDLSgMxFM34rPVVdekmWoS6KTMi1Y1QdeOygn1ApwyZNNOGJpkhyQglzJ/4NeJOf8BfcCfizoXpY2FbD4ScnHNvuPeECaNKu+67s7S8srq2ntvIb25t7+wW9vYbKk4lJnUcs1i2QqQIo4LUNdWMtBJJEA8ZaYaD25HffCRS0Vg86GFCOhz1BI0oRtpKQaHi95E2tQxeQT+SCBsvM9dHGfRVygPjJzSDxpccqp7ISvZ5CmuBvYJC0S27Y8BF4k1JEUxRCwrffjfGKSdCY4aUantuojsGSU0xI1neTxVJEB6gHmlbKhAnqmPG+2XwxCpdGMXSHqHhWP3bYRBXashDW8mR7qt5byT+603+n5FCPjeMji47hook1UTgySxRyqCO4ShP2KWSYM2GliAsqV0H4j6ySWqbet7m5M2nskgaZ2WvUq7cnxerN9PEcuAQHIMS8MAFqII7UAN1gMETeAav4M15cT6cT+drUrrkTHsOwAycn1/BHrD7</latexit>

P̂ =
1

A!

X

⇡

sgn(⇡)P⇡
Permutation operator 

<latexit sha1_base64="iYFBJYEJxhzi10oSnq+ipRtyPV8=">AAAChHicjVHLTgIxFO2MiIiCoy7dNBITF0pmfKAbDdGNS0zkkcBk0ikFCp3OpO0YyciHuvEv3FtgojxceJMmJ+eec3N7rh8xKpVtfxjmRmYzu5Xbzu/sFop71v5BQ4axwKSOQxaKlo8kYZSTuqKKkVYkCAp8Rpr+6HHab74SIWnIX9Q4Im6A+pz2KEZKU571VvMSOpzAd9jphkrCkUd/0DBFHYF4nxF4BxdkwzXDr+z8H9M8q2SX7VnBdeCkoATSqnnWl/bjOCBcYYakbDt2pNwECUUxI5N8J5YkQniE+qStIUcBkW4yS2gCTzTThb1Q6McVnLGLjgQFUo4DXysDpAZytTcl/+zN5y9RfrCyjOrdugnlUawIx/NdejGDKoTTi8AuFQQrNtYAYUH1dyAeIIGw0nfL65yc1VTWQeOi7FTKleerUvUhTSwHjsAxOAUOuAFV8ARqoA4w+DQyRsEomlnzzLw0r+dS00g9h2CpzPtvfdjCKw==</latexit>

Pij | . . . ki . . . kj . . . i = | . . . kj . . . ki . . . i = �| . . . ki . . . kj . . . i

A-body uncorrelated state  
Slater determinants

Antisymmetrized product of A 1-body state 

<latexit sha1_base64="7fSvF2AVHl1H88dITCuX16kmxGk=">AAACt3icbVFNT9tAEF0baKkLJbTHXlaNkHqKbIT4OFQK5dJjKjWAxEbWejOOV1mvze4YKXL8i/qL+kO4s0lcCklHWunpvTdPszNJqaTFMPzj+VvbO2/e7r4L3u/tfzjoHH68tkVlBAxFoQpzm3ALSmoYokQFt6UBnicKbpLp1UK/eQBjZaF/4ayEUc4nWqZScHRU3Pk9p2yQScoM1xMF9BtlGcd60FBW6TGYxHABNVOQIquDOSszGdfTOGqeO1iBMgdLn7XjTY2NC3zhuPznCJiRkwxZ4yi4r+QDnbt06lLaJuf+a4473bAXLotugqgFXdLWIO48ugxR5aBRKG7tXRSWOKq5QSkUNAGrLJRcTPkE7hzU3M06qpdLbeiRY8Y0LYx7GumSfdlR89zaWZ44Z84xs+vagvyvtsp/RSX52jCYno9qqcsKQYvVLGmlKBZ0cUQ6lgYEqpkDXBjpvkNFxt2p0J06cHuK1reyCa6Pe9Fp7/TnSbf/vd3YLvlMvpCvJCJnpE9+kAEZEuEdemde37v0L/zYT/1sZfW9tucTeVX+/RN36Nfr</latexit>

|�i = P̂ {|�k1i ⌦ |�k2i ⌦ . . . |�kAi}| {z } ⌘ |k1k2 . . . kAi

<latexit sha1_base64="wGE8GYhOXREBwJt23NlLhtGIPy8=">AAACZnicbVHLThsxFHWmlEdaIKVCLNhcNarUVTSDEGVTiceGZZAIIJjI8jg3iTW2Z2p7kKJJ/q2/wQ8gdmXDHuchHoErXeno3HMfPk5yKawLw9tK8Gnh8+LS8kr1y9fVtfXat41zmxWGY4tnMjOXCbMohcaWE07iZW6QqUTiRZIej+sXN2isyPSZG+TYVqynRVdw5jxFa1dDiJtWQGyY7kmEPxDbQsExLVMqRsOURpDSHYg7mbMeHT4LY/xbiJuJmgrgPodxsy/oyyhaq4eNcBLwHkQzUCezaNLao1/DC4XaccmsvY7C3LVLZpzgEkfVuLCYM56yHl57qJlC2y4nHozgp2c60M2MT+1gwr7uKJmydqASr1TM9e18bUx+WJvOf0Mlau4Y191vl0LnhUPNp7d0Cwkug7Hn0BEGuZMDDxg3wj8HeJ8Zxp3/mar3KZp35T0432lEe4290936wdHMsWWyTX6QXyQiv8kBOSFN0iKc/CN35D95qNwHa8FmsDWVBpVZz3fyJgJ4Ah33uok=</latexit>

| i =
X

Cki |k1k2 . . . kAi ⌘
X

i

ci|�iiAny antisymmetric state

<latexit sha1_base64="5p0f3vOSKPExCoQ4PG8DOQnCqj8=">AAACjHicbVFda9RAFJ2kfrRR62offRldlBZkTUKpLaVQFMTHFdy2sLOEyeRmM+xkEmduhCXNr/Ef+ea/cXYbxXY9MHA499wzM/emtZIWw/CX52/du//g4fZO8Ojxk92ng2fPL2zVGAETUanKXKXcgpIaJihRwVVtgJepgst08XFVv/wOxspKf8VlDbOSz7XMpeDopGTwg40LSfdNEr2lJokP6BllueGijbqW2W8G2/hl11GWAVKmIMfrgKUwl7rlxvBl1wqHLmB1IZN2EXXrqAP6ht5SXC5l7I8r3nDFf10BA5312QEzcl7gdTIYhqNwDbpJop4MSY9xMvjJsko0JWgUils7jcIaZy4VpVDgchsLNRcLPoepo5qXYGftepgdfe2UjOaVcUcjXav/drS8tHZZps5Zcizs3dpK/F9t2mB+PGulrhsELW4uyhtFsaKrzdBMGhColo5wYaR7KxUFd7tAt7/ADSG6++VNchGPoqPR0ZfD4fmHfhzb5AV5RfZJRN6Tc/KZjMmECG/He+cdeyf+rn/on/pnN1bf63v2yC34n34DNiXAoQ==</latexit>

�(r1, r2) =
1p
2!

det

����
�k1(r1) �k1(r2)
�k2(r1) �k2(r2)

����
<latexit sha1_base64="L+UwcMnqD0N7zVwrCy7Igzen3Q0=">AAAB73icbVBNS8NAEJ34WetX1aOXxSJ4KolI9SIUvXisYD+gDWWz2bRLN5u4OxFK6Z/w4kERr/4db/4bt20O2vpg4PHeDDPzglQKg6777aysrq1vbBa2its7u3v7pYPDpkkyzXiDJTLR7YAaLoXiDRQoeTvVnMaB5K1geDv1W09cG5GoBxyl3I9pX4lIMIpWandDjuSauL1S2a24M5Bl4uWkDDnqvdJXN0xYFnOFTFJjOp6boj+mGgWTfFLsZoanlA1pn3csVTTmxh/P7p2QU6uEJEq0LYVkpv6eGNPYmFEc2M6Y4sAselPxP6+TYXTlj4VKM+SKzRdFmSSYkOnzJBSaM5QjSyjTwt5K2IBqytBGVLQheIsvL5PmecWrVqr3F+XaTR5HAY7hBM7Ag0uowR3UoQEMJDzDK7w5j86L8+58zFtXnHzmCP7A+fwBskSPGw==</latexit>

det = 0
same place r1 = r2

<latexit sha1_base64="L+UwcMnqD0N7zVwrCy7Igzen3Q0=">AAAB73icbVBNS8NAEJ34WetX1aOXxSJ4KolI9SIUvXisYD+gDWWz2bRLN5u4OxFK6Z/w4kERr/4db/4bt20O2vpg4PHeDDPzglQKg6777aysrq1vbBa2its7u3v7pYPDpkkyzXiDJTLR7YAaLoXiDRQoeTvVnMaB5K1geDv1W09cG5GoBxyl3I9pX4lIMIpWandDjuSauL1S2a24M5Bl4uWkDDnqvdJXN0xYFnOFTFJjOp6boj+mGgWTfFLsZoanlA1pn3csVTTmxh/P7p2QU6uEJEq0LYVkpv6eGNPYmFEc2M6Y4sAselPxP6+TYXTlj4VKM+SKzRdFmSSYkOnzJBSaM5QjSyjTwt5K2IBqytBGVLQheIsvL5PmecWrVqr3F+XaTR5HAY7hBM7Ag0uowR3UoQEMJDzDK7w5j86L8+58zFtXnHzmCP7A+fwBskSPGw==</latexit>

det = 0

same state k1 = k2

How to truncate the sum is 
a very complicated issue!!

July 21 2015 Structure models: from shell model to ab-initio methods 10

Many-body wave functions

• In order to construct a many-body wave function, one first  has to start from a single
   particle (nucleon) wave function, which is separated in space/spin/isospin components

|'ki =
h
|'space

k i ⌦ |'spin
k i

i
⌦ |'isospin

k i

This could be the solution of the single nucleon  Schrödinger equation

h|'ki = "k|'ki

Set of eigenstates of a single nucleon.
Different depending on what Hamiltonian h one uses. 
Can assume for now that this is something we can solve
analytically or also numerically.  E.g., harmonic oscillator

(  )

{|'ki}

{|'ki}

H
A = h1 ⌦ h2 ⌦ · · ·⌦ hA

Each single particle state is spanned by                as solution of (   )

• One can then use these single particle states to construct a many-body wave function.
   The many-body space is in general the product of many single particle Hilbert spaces

Friday, 17 July, 15

The many-body space is in general the product 
of many single particle Hilbert spaces 
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Non-interacting shell model
<latexit sha1_base64="Fr+qYB856LPGKQvnDW8uD6579yw=">AAACTXicfVHLSgMxFM3UR2t9VV26CRZBEMpMkepGKLpxWcFpC512yKSZNphMhiSjlGF+0I3gzr9w40IRMX0saiteSDicc89NchLEjCpt269WbmV1bT1f2Chubm3v7Jb29ptKJBITFwsmZDtAijAaEVdTzUg7lgTxgJFWcH891lsPRCoqojs9ikmXo0FEQ4qRNpRf6rs+hZfQCyXCqZOl1Qxy6AlOBqhXhdKnZvckHQw1klI8wuFce9yr+tRYeAZP/53gl8p2xZ4UXAbODJTBrBp+6cXrC5xwEmnMkFIdx451N0VSU8xIVvQSRWKE79GAdAyMECeqm07SyOCxYfowFNKsSMMJO+9IEVdqxAPTyZEeqkVtTP6ldRIdXnRTGsWJJhGeHhQmDGoBx9HCPpUEazYyAGFJzV0hHiITizYfUDQhOItPXgbNasWpVWq3Z+X61SyOAjgER+AEOOAc1MENaAAXYPAE3sAH+LSerXfry/qetuasmecA/Kpc/gc32bIz</latexit>

Ui =
1

2
m!2r2i ! hi =

p2i
2m

+
1

2
m!2r2i

<latexit sha1_base64="zr29A549HhqL9AwGxd/bAB3+PjA=">AAACLXicbVDLSgMxFM34rPU16tJNsAh1U2akVDdC0Y3LCvYBnWHIpJlOaJIZkoxQhv6IP+EvuNW9C0FcuPE3TNtZaOuBwOGcc7k3J0wZVdpx3q2V1bX1jc3SVnl7Z3dv3z447Kgkk5i0ccIS2QuRIowK0tZUM9JLJUE8ZKQbjm6mfveBSEUTca/HKfE5GgoaUYy0kQK7HgcUeq2YBqNq7oUcyklAz+AV9EiqKDOR0bId2BWn5swAl4lbkAoo0ArsL2+Q4IwToTFDSvVdJ9V+jqSmmJFJ2csUSREeoSHpGyoQJ8rPZ7+bwFOjDGCUSPOEhjP190SOuFJjHpokRzpWi95U/NcL+cJmHV36ORVpponA88VRxqBO4LQ6OKCSYM3GhiAsqbkd4hhJhLUpuGxKcRcrWCad85rbqDXu6pXmdVFPCRyDE1AFLrgATXALWqANMHgEz+AFvFpP1pv1YX3OoytWMXME/sD6/gHYN6eb</latexit>

hi�k(ri) = ✏k�k(ri)
k={n,l,m,…}

<latexit sha1_base64="HuP1u5sl0jUK7pj9vhbWigiFmXc=">AAACLHicbZDLSgMxFIYz9VbrrerSTbAI7abMqFQ3QtGNyyr2Ip0yZNK0DU0yQ5IRyjAP4kv4Cm5170bEjQufw0w7C209EPj5/nM4J78fMqq0bb9buaXlldW1/HphY3Nre6e4u9dSQSQxaeKABbLjI0UYFaSpqWakE0qCuM9I2x9fpX77gUhFA3GnJyHpcTQUdEAx0gZ5xRO3MaJeLBhPYDl2fQ5lUoEX8DZlBskKvPfiqeuOkI5T1yuW7Ko9LbgonEyUQFYNr/jl9gMccSI0ZkiprmOHuhcjqSlmJCm4kSIhwmM0JF0jBeJE9eLp5xJ4ZEgfDgJpntBwSn9PxIgrNeG+6eRIj9S8l8J/PZ/PbdaD815MRRhpIvBs8SBiUAcwTQ72qSRYs4kRCEtqbod4hCTC2uRbMKE48xEsitZx1alVazenpfplFk8eHIBDUAYOOAN1cA0aoAkweATP4AW8Wk/Wm/Vhfc5ac1Y2sw/+lPX9A00xprs=</latexit>

�nlm(r) = Rnl(r)Ylm(r̂)

<latexit sha1_base64="116O3T/j3uhSElwZ/fhpWmq0+Ng=">AAACe3icbVFBaxNBFJ5dq7ZRa7QHhV4eBiG1NexGrV6EYi+eSgXTFrohzE7eJkNnZpeZt0IY9tJ/6dWTf6LgJE2hpv1g4ON733tv+F5eKekoSX5H8YO1h48er2+0njx9tvm8/eLliStrK3AgSlXas5w7VNLggCQpPKsscp0rPM0vDuf1019onSzNT5pVONR8YmQhBacgjdqXGVZOqkC9UQ1kCgvqwtEuZIXlwn9ofD+oVk6mtAOQTXNuISs1Tjh8vXFntRmjzYMffR+65n26A7ugmpE/auD+SbcHjdqdpJcsAHdJuiQdtsTxqP0nG5ei1mhIKO7ceZpUNPTckhQKm1ZWO6y4uOATPA/UcI1u6BdZNfA2KGMoShueIViotzs8187NdB6cmtPUrdbm4r21XK9spuLL0EtT1YRGXC8uagVUwvwQMJYWBalZIFxYGf4OYspDVBTO1QqhpKsR3CUn/V6639v/8bFz8G0ZzzrbZm9Yl6XsMztg39kxGzDB/kab0avodXQVd+J38d61NY6WPVvsP8Sf/gGxOb4T</latexit>

✏nl

✓
N +

3

2

◆
~! =

0

@2(n� 1) + l| {z }
N

+
3

2

1

A ~!

(Non-interacting) shell model

○ 1. Start with 3D spherical HO potential
○ 2. Add term proportional to ℓ2 (centrifugal)
○ 3. Add a spin-orbit term ℓ∙s

Magic numbers reproduced!

1949

��Idea: devise an effective one-body potential  

[Göppert-Mayer, Jensen]

1s

1p

1d
2s

1f
2p

1s1/2

1p3/2

1p1/2

2s1/2

1d3/2

1d5/2

1f5/2

1p1/2

2p3/2

1f7/2

2

8

20

28

n ℓ J
Notation

Measured binding energies
vs.

Liquid drop model predictions

○Nucleon shells? (cf. electrons in the atom)

Systematic deviations

⦿ What creates regular patterns?

○ Yet, no obvious common potential

…

2

8

20

40
?
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Non-interacting shell model
<latexit sha1_base64="Fr+qYB856LPGKQvnDW8uD6579yw=">AAACTXicfVHLSgMxFM3UR2t9VV26CRZBEMpMkepGKLpxWcFpC512yKSZNphMhiSjlGF+0I3gzr9w40IRMX0saiteSDicc89NchLEjCpt269WbmV1bT1f2Chubm3v7Jb29ptKJBITFwsmZDtAijAaEVdTzUg7lgTxgJFWcH891lsPRCoqojs9ikmXo0FEQ4qRNpRf6rs+hZfQCyXCqZOl1Qxy6AlOBqhXhdKnZvckHQw1klI8wuFce9yr+tRYeAZP/53gl8p2xZ4UXAbODJTBrBp+6cXrC5xwEmnMkFIdx451N0VSU8xIVvQSRWKE79GAdAyMECeqm07SyOCxYfowFNKsSMMJO+9IEVdqxAPTyZEeqkVtTP6ldRIdXnRTGsWJJhGeHhQmDGoBx9HCPpUEazYyAGFJzV0hHiITizYfUDQhOItPXgbNasWpVWq3Z+X61SyOAjgER+AEOOAc1MENaAAXYPAE3sAH+LSerXfry/qetuasmecA/Kpc/gc32bIz</latexit>

Ui =
1

2
m!2r2i ! hi =

p2i
2m

+
1

2
m!2r2i

<latexit sha1_base64="/ZQG+LG/lDvc+NJ8IGCuzrTbfy8=">AAACK3icbVDLSgMxFM3UV62vUZdugkUQhDJTpLoRinXhsoLTFto6ZNK0DU0mQ5IRyjD/4U/4C25170pxJfgfpu0I2nogcO4593JvThAxqrTjvFm5peWV1bX8emFjc2t7x97daygRS0w8LJiQrQApwmhIPE01I61IEsQDRprBqDbxm/dEKirCWz2OSJejQUj7FCNtJN8ue36ChZQpvIBXMOkEHLL0rgxPYO2ngoUO7gk9K1UKfbvolJwp4CJxM1IEGeq+/dnpCRxzEmrMkFJt14l0N0FSU8xIWujEikQIj9CAtA0NESeqm0z/lsIjo/RgX0jzQg2n6u+JBHGlxjwwnRzpoZr3JuK/XsDnNuv+eTehYRRrEuLZ4n7MoBZwEhzsUUmwZmNDEJbU3A7xEEmEtYm3YEJx5yNYJI1yya2UKjenxeplFk8eHIBDcAxccAaq4BrUgQcweABP4Bm8WI/Wq/Vufcxac1Y2sw/+wPr6BgqBpXU=</latexit>

Ucorr = Dl2 + Cl · s
centrifugal + spin-orbit

<latexit sha1_base64="tNHZY2eGuGzlb4FwEhJtgYLgThg=">AAACi3icbZFda9RAFIYn8atGq1u9FOTgoq6E3SbbUqUoFKvgZQW3LeyEZTJ7kp12MgkzE2EJ+RP9d976K7x0dhtEtx4YeHnO1/CetJLC2Cj64fm3bt+5e2/rfvDg4fajx72dJ6emrDXHCS9lqc9TZlAKhRMrrMTzSiMrUoln6eXxKn/2HbURpfpmlxUmBcuVyARn1qFZ74piZYR0slHyooUPQBcp00DLAnMG0/FADeM3EIQgIdzbHScQwic5kKGDIRwDlZhZ2gBNMReqYVqzZdtw3kLgauAVXLiREobx7hgoDYbyDwodCiiqedcEVIt8YUcw6/WjUbQOuCniTvRJFyez3k86L3ldoLJcMmOmcVTZxI21gktsA1obrBi/ZDlOnVSsQJM0a+9aeOnIHLJSu6csrOnfHQ0rjFkWqassmF2YzdwK/jeXFhubbfYuaYSqaouKXy/Oagm2hNVhYC40ciuXTjCuhfs78AXTjFt3vsCZEm9acFOcjkfxwejg637/6GNnzxZ5Rl6QAYnJW3JEvpATMiGc/PKee6+9gb/t7/mH/vvrUt/rep6Sf8L//BvpYbxY</latexit>

✏nlj = ~![2(n� 1) + l + 3/2] +Dl(l + 1) + C

⇢
l + 1 j = l � 1/2
�l j = l + 1/2

adding

(Jensen, Goeppert Mayer,…)

(Non-interacting) shell model

○ 1. Start with 3D spherical HO potential
○ 2. Add term proportional to ℓ2 (centrifugal)
○ 3. Add a spin-orbit term ℓ∙s

Magic numbers reproduced!

1949

��Idea: devise an effective one-body potential  

[Göppert-Mayer, Jensen]

1s

1p

1d
2s

1f
2p

1s1/2

1p3/2

1p1/2

2s1/2

1d3/2

1d5/2

1f5/2

1p1/2

2p3/2

1f7/2

2

8

20

28

n ℓ J
Notation

Measured binding energies
vs.

Liquid drop model predictions

○Nucleon shells? (cf. electrons in the atom)

Systematic deviations

⦿ What creates regular patterns?

○ Yet, no obvious common potential

…

2

8

20

40
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Non-interacting shell model - results

Experimental values of electric 
quadrupole moments of odd-neutron 
and odd-proton nuclei. The solid lines are 
shown as shell-model predictions

Shell-model interpretation of the levels of 17O and 17F. 
All levels below about 5 MeV are shown, and the 
similarity between the levels of the two nuclei suggests 
they have common structures, determined by the 
valence nucleons.

K. Krane, Introductory Nuclear Physics

j

µ

Q(b)
Z or N

E 
(M

eV
)

Experimental values for the 
magnetic moments of odd-
neutron and odd-proton nuclei. 
The solid (Schmidt) lines are 
shown as shell-model predictions

Odd neutron

j=l+1/2

j=l-1/2

Odd neutron

Odd proton
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The nuclear many-body problem (v)
<latexit sha1_base64="eUMp7OYvQfRTpHtHHgzWyk2tv4g=">AAACGXicbVDLSsNAFJ34rPUVdelmsAiuSiJS3QhFEbqsYB/QhDCZ3rZDJ5MwMxFK7G+48VfcuFDEpa78G6dtFtp64MKZc+5l7j1hwpnSjvNtLS2vrK6tFzaKm1vbO7v23n5Txamk0KAxj2U7JAo4E9DQTHNoJxJIFHJohcPrid+6B6lYLO70KAE/In3BeowSbaTAdrwB0VltjB+wV1csENiTRPQ54Et8Y14LcmCXnLIzBV4kbk5KKEc9sD+9bkzTCISmnCjVcZ1E+xmRmlEO46KXKkgIHZI+dAwVJALlZ9PLxvjYKF3ci6UpofFU/T2RkUipURSazojogZr3JuJ/XifVvQs/YyJJNQg6+6iXcqxjPIkJd5kEqvnIEEIlM7tiOiCSUG3CLJoQ3PmTF0nztOxWypXbs1L1Ko+jgA7RETpBLjpHVVRDddRAFD2iZ/SK3qwn68V6tz5mrUtWPnOA/sD6+gEr458q</latexit>

Ĥ| ni = En| niFor a system of A = N + Z particles

<latexit sha1_base64="lGqC879iuq1WYZL1rIzR6BaTN5g=">AAACVHicbZHPSwJBFMfHNcvsl9Wxy5AIRiS7FtYlkLp4NPAXqMjsOKuDsz+YeRvIsn9c/0TQtUvXundoXCVSezDwed/3Hu/xHTsQXIFpvqWM9FZmeye7m9vbPzg8yh+ftJUfSspa1Be+7NpEMcE91gIOgnUDyYhrC9axp4/zeueZScV9rwmzgA1cMva4wykBLQ3zvf6EQFSP8T1OqBnjywW14mFk2UkqmAOlhdrWasX+bZqn1zq9WpnpSz6ewMUwXzDLZhJ4E6wlFNAyGsP8e3/k09BlHlBBlOpZZgCDiEjgVLA41w8VCwidkjHrafSIy9QgSkyIcVErI+z4Uj8PcKL+nYiIq9TM1ccWXQITtV6bi//WbHdtMzh3g4h7QQjMo4vFTigw+HjuMB5xySiImQZCJde3YzohklDQ/5DTpljrFmxCu1K2quXq002h9rC0J4vO0DkqIQvdohqqowZqIYpe0Af6RF+p19S3kTYyi1YjtZw5RSthHP4AB5a0DQ==</latexit>

Ĥ = T̂ + Û1b +
⇣
V̂2b + V̂3b � Û1b

⌘

<latexit sha1_base64="99S8wllsb9h76wCHhaw5n/dVWpM=">AAACAXicbVC7SgNBFL0bXzG+opY2g0GwCrsi0TJokzKCeWCyhNnJJBkyO7vM3BXCkspfsNXeTmz9Elu/xEmyhSYeuHA4517O5QSxFAZd98vJra1vbG7ltws7u3v7B8XDo6aJEs14g0Uy0u2AGi6F4g0UKHk71pyGgeStYHw781uPXBsRqXucxNwP6VCJgWAUrfTQHVFMa9OeS3rFklt25yCrxMtICTLUe8Xvbj9iScgVMkmN6XhujH5KNQom+bTQTQyPKRvTIe9YqmjIjZ/OP56SM6v0ySDSdhSSufr7IqWhMZMwsJshxZFZ9mbiv14QLiXj4NpPhYoT5IotggeJJBiRWR2kLzRnKCeWUKaF/Z2wEdWUoS2tYEvxlitYJc2LslcpV+4uS9WbrJ48nMApnIMHV1CFGtShAQwUPMMLvDpPzpvz7nwsVnNOdnMMf+B8/gBWP5cX</latexit>

Ĥ0

<latexit sha1_base64="OOZG3sbMnNKHOgY4yu+EYI8HCEw=">AAACBXicbVC7SgNBFJ31GeMramkzGASrsCsSLYM2lhHMA5I1zE7uJkNmdpeZu0JYUvsLttrbia3fYeuXOEm20MQDFw7n3Mu5nCCRwqDrfjkrq2vrG5uFreL2zu7efungsGniVHNo8FjGuh0wA1JE0ECBEtqJBqYCCa1gdDP1W4+gjYijexwn4Cs2iEQoOEMrPXSHDLPmpJdpMBPaK5XdijsDXSZeTsokR71X+u72Y54qiJBLZkzHcxP0M6ZRcAmTYjc1kDA+YgPoWBoxBcbPZl9P6KlV+jSMtZ0I6Uz9fZExZcxYBXZTMRyaRW8q/usFaiEZwys/E1GSIkR8HhymkmJMp5XQvtDAUY4tYVwL+zvlQ6YZR1tc0ZbiLVawTJrnFa9aqd5dlGvXeT0FckxOyBnxyCWpkVtSJw3CiSbP5IW8Ok/Om/PufMxXV5z85oj8gfP5A1kAmV8=</latexit>

V̂res
Mean-field Hamiltonian 

(Sum of single-particle Hamiltonians)

Residual interaction

Mean field approach 
 Hef determined by experimental data (E/A, R,…)   

•  Wavefunctions do not include explicit correlations 

•  Correlations encoded in the effective interaction 
(no control whatsoever) 

•  |Φ⟩is not an eigenstate of H - check symmetries!!

need for symmetry restoration!

Use an effective  

one-body Hamiltonian
Derive a 1-body interaction 

in order to minimise Vres

<latexit sha1_base64="Z29aWBfwu5Htj/eoinBTwv7NmYY=">AAACLnicbVBNS8NAEN34WetX1aOXxSJ4Kon4dRFEEXqsYKtgQplsJ+3iZhN2N0KJ/SX+Cf+CV70LHkTw5M9w2+ag1QcDj/dmmJkXpoJr47pvztT0zOzcfGmhvLi0vLJaWVtv6SRTDJssEYm6DkGj4BKbhhuB16lCiEOBV+Ht2dC/ukOleSIvTT/FIIau5BFnYKzUruz7PTB5fdDOMYoG9J76jR6nvgLZFUiPqR+Cys8njXal6tbcEehf4hWkSgo02pVPv5OwLEZpmACtbzw3NUEOynAmcFD2M40psFvo4o2lEmLUQT56b0C3rdKhUaJsSUNH6s+JHGKt+3FoO2MwPT3pDcV/vTCe2GyioyDnMs0MSjZeHGWCmoQOs6MdrpAZ0bcEmOL2dsp6oIAZm3DZhuJNRvCXtHZr3kHt4GKvenJaxFMim2SL7BCPHJITUicN0iSMPJAn8kxenEfn1Xl3PsatU04xs0F+wfn6BnEQqHY=</latexit>

Ĥeff |�i = Ē|�i
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Mean field concept
Nucleons are non-relativistic point-particles

Nucleons move independently in a mean field potential, i.e. the average 
interaction contribution of the other A-1 nucleons

The mean field potential has in general a phenomenological nature (not 
always) and contains all the relevant contributions, central, spin-orbit, 
tensor,…including density- and isospin-dependence 

The mean field potential is determined by fitting exp. data

v≪c

Energies involved are too low to explore 
the nucleon internal structure

Residual interaction is neglected

What to include and when 
stop adding terms is 
basically a free choice

Different strategies lead to different use 
(finite nuclei, neutron stars, heavy-ion 
collisions,…) 

Extrapolation into set of data not included into 
the fit procedure could be dangerous

Good for energies, radii, deformations, single particle dynamics (not always)
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Hartree-Fock approach
Mean-field (Hartree-Fock)  Theory

1s
1p
1d

2s

1s1/2

1p3/2

1p1/2

shell model

naively speaking, 

independent motion

<latexit sha1_base64="sRUrsz2fGzmVCnIHMZdMidn3nnQ=">AAACI3icbVDLSsNAFJ3UV62vqEs3g0WoLkpSpLoRim5cVrAPaGKYTCft0JkkzEyEkvYf/Al/wa3u3YkbF278EqdtEG09cOFwzr3ce48fMyqVZX0YuaXlldW1/HphY3Nre8fc3WvKKBGYNHDEItH2kSSMhqShqGKkHQuCuM9Iyx9cTfzWPRGSRuGtGsbE5agX0oBipLTkmSeO6Eel1PE5FONjeAEdmXCPwpET96lHf5zRXcUzi1bZmgIuEjsjRZCh7plfTjfCCSehwgxJ2bGtWLkpEopiRsYFJ5EkRniAeqSjaYg4kW46/WkMj7TShUEkdIUKTtXfEyniUg65rzs5Un05703Efz2fz21Wwbmb0jBOFAnxbHGQMKgiOAkMdqkgWLGhJggLqm+HuI8EwkrHWtCh2PMRLJJmpWxXy9Wb02LtMosnDw7AISgBG5yBGrgGddAAGDyAJ/AMXoxH49V4M95nrTkjm9kHf2B8fgM2sqO0</latexit>

⇢(r) =
X

i

|�i(r)|2
<latexit sha1_base64="2XDO64c6SNqwM1OLkrMh4NbRo14=">AAACTXicbZFNS8NAEIY39aM1fkU9elksQgUpiUj1WPTisUK/oIlls9m2i7tJ2N0USugf80949ibe9O5NxG0bwaYOLLw8M8PMvOvHjEpl2y9GYW19Y7NY2jK3d3b39q2Dw7aMEoFJC0csEl0fScJoSFqKKka6sSCI+4x0/MfbWb4zJkLSKGyqSUw8joYhHVCMlEZ9q9mupK7PoZieQVdSDl0aKjj+hecwEw9uLCgnukiMokoOmsEy6Ftlu2rPA64KJxNlkEWjb725QYQTTkKFGZKy59ix8lIkFMWMTE03kSRG+BENSU/LEHEivXR+/RSeahLAQST007vP6d+OFHEpJ9zXlRypkcznZvDfnM9zk9Xg2ktpGCeKhHgxeJAwqCI4sxYGVBCs2EQLhAXVu0M8QgJhpT/A1KY4eQtWRfui6tSqtfvLcv0ms6cEjsEJqAAHXIE6uAMN0AIYPIFX8A4+jGfj0/gyvhelBSPrOQJLUSj+AAYZs50=</latexit>

V (r) ⇠
Z

v(r, r0)⇢(r0)dr0

Averaged potential over the nucleon distribution

<latexit sha1_base64="6TsIfioayAKHzmuVClRfxqmiUak=">AAADNXiclVJNb9NAEF2br2K+UjhyGRGBEj4ix4e2EkKq4MKxSCStlE2s9XqdbLu7NrvrSpFrfgx/gr/AFW4cuCDElb/AJjHQphxgpJWeZt7MG72dpBDc2DD87PkXLl66fGXjanDt+o2bt1qbt4cmLzVlA5qLXB8kxDDBFRtYbgU7KDQjMhFsPzl6sajvHzNteK5e23nBxpJMFc84Jdal4k3vKU7YlKuKvVFEazJ/WAchPIBn7mHBMjsKngDONKEVniVET6K6imQNWJFEkEkEj2DYqXAiQdddcFRWGC7cZB5gzaczOwZczHjM4TcL4+Dt/ylgriwc/xrwGBowwYXmknVXYzoBNqWMD+FkpXj4R7EhnkyiZqkupGdnBP+0eYCZSk85FbfaYS9cBpwH/Qa0URN7cesrTnNaSqYsFcSYUT8s7Lgi2nIqWB3g0rCC0CMyZSMHFZHMjKvlL9dw32VSyHLtnvNjmT3dURFpzFwmjimJnZn12iL511oi15RttjOuuCpKyxRdCWelAJvD4oQg5ZpRK+YOEKq52x3ojLgPtO7QAmdKf92C82AY9fpbva1XUXv3eWPPBrqL7qEO6qNttIteoj00QNR7533wPnqf/Pf+F/+b/31F9b2m5w46E/6Pn/JdASU=</latexit>

0 =


� ~2
2m

r2 + V (r)� ✏i

�
�i(r)

=

2

4� ~2
2m

r2 +

Z
v(r, r0)

0

@
X

j

|�j(r)
0|2

1

A dr0 � ✏i

3

5�i(r)
Hartree equations

need to be  
antisymmetrized

Hartree-Fock  equations

local potential Vl(r) non-local potential Vl(r,r’)

<latexit sha1_base64="bGnr3EJaYMGAINefopul77SZhwI=">AAAEHniclVPLbhMxFHVneJThlZYlG4sASkobTWbRskGqYMOySCStFCeRx/FkTG3PYHsqRdPhB/gJfoEt7NkhtrDlS/AkE5oHlailKx3dx7nnXtthypk2vv9rw3GvXb9xc/OWd/vO3Xv3a1vbXZ1kitAOSXiiTkKsKWeSdgwznJ6kimIRcnocnr4q48dnVGmWyLdmktK+wGPJIkawsa7hlvMYhXTMZE7fS6wUnuwUng+fwhfWEKeR6Xl7EEUKkxzFIVaDoMgDUUAkccjxIIDPIGLSwLNGjkIBVbELKzBAqWKCNmc0DQ/pTAzfwXOI0phZMC9oVonng8BDio1j04SjZY5SAk0141Yxq5L6Mx52wYOQ98GqLm3viqJKqsHOgqiLvOUmc/9lSteGg1bVFffZHea8WGD4r+Hn97Cqx5JJXvzdw9oYl41H5WjhSQxrdb/lTw9cB+0K1EF1joa132iUkExQaQjHWvfafmr6OVaGEU4LD2Wappic4jHtWSixoLqfT59zAZ9YzwhGibJmR5p6FytyLLSeiNBmCmxivRornf+MhWKls4me93Mm08xQSWaNo4xDk8Dyr8ARU5QYPrEAE8WsdkhibO/O2B/l2aW0V1ewDrpBq73f2n8T1A9fVuvZBA/BI9AAbXAADsFrcAQ6gDgfnc/OF+er+8n95n53f8xSnY2q5gFYOu7PPyvxUKw=</latexit>

0 =

2

4� ~2
2m

r2 +

Z
v(r, r0)

0

@
X

j

|�j(r)
0|2

1

A dr0 � ✏i

3

5�i(r)

�
Z

v(r, r0)

0

@
X

j

�⇤
j (r

0)�i(r
0)

1

A dr0�j(r)

0 =


� ~2
2m

r2 + Vl(r)� ✏i

�
�i(r) +

Z
dr0Vnl(r, r

0)�i(r
0)
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Variational Problem - Ritz principle

φ

E[φ]

true ground-state

Variational ansatz

Theorem
Every state φ that produces a stationary state of E[φ] is an 
eigenstate of H and viceversa. The corresponding eigenvalue is 
the value of E[φ] corresponding to the stationary state. 

(Messiah, Quantum mechanics)

<latexit sha1_base64="yGEgXtHvFWXvPnETQN4x0AMS/as=">AAACaHicbVHPS+QwGE27uqvj7lr1IIuX4LCwp6EVUS+CKILHERwVJqWkma9tME1L8nVhqPNn7mGve/Rf8GLmx0Fn9kHg8d778oWXtFbSYhj+9fxPa+ufv2xsdra+fvu+Hezs3tuqMQIGolKVeUy5BSU1DFCigsfaAC9TBQ/p09XUf/gNxspK3+G4hrjkuZaZFBydlATVNVOQ4ZCyfiEpMzIvMKbnlGWGi5YprnMFc/OZsoJjezOZsnl65k5WYu9NynKg10nL+lYm4SQJumEvnIGukmhBumSBfhL8Y6NKNCVoFIpbO4zCGuOWG5TCXd9hjYWaiyeew9BRzUuwcTsrZkJ/OmVEs8q4o5HO1PcTLS+tHZepS5YcC7vsTcX/emm5tBmzs7iVum4QtJgvzhpFsaLT1ulIGhCoxo5wYaR7OxUFdxWj+5uOKyVarmCV3B/1opPeye1x9+JyUc8GOSCH5BeJyCm5IDekTwZEkD/k1Vvz1r0XP/D3/R/zqO8tZvbIB/iHbxLBuTw=</latexit>

E [�] =
h�|Ĥ|�i
h�|�i � E 0

E[φ0]

φ0

<latexit sha1_base64="mAJ2Lfo2jTes9VrhG81/C+giJbI=">AAACGHicbVDJSgNBEO2JW4zbqEcPNgbBU5gRiV6EoAgeI5gFMkPo6dQkTXoWumuEEHL0J/wFr3r3Jl69efVL7CwHTXxQ8Hiviqp6QSqFRsf5snJLyyura/n1wsbm1vaOvbtX10mmONR4IhPVDJgGKWKooUAJzVQBiwIJjaB/PfYbD6C0SOJ7HKTgR6wbi1BwhkZq24deByQyeuNJCLFFvWpPUE+Jbg99ekmdtl10Ss4EdJG4M1IkM1Tb9rfXSXgWQYxcMq1brpOiP2QKBZcwKniZhpTxPutCy9CYRaD94eSRET02SoeGiTIVI52ovyeGLNJ6EAWmM2LY0/PeWPzXC6K5zRhe+EMRpxlCzKeLw0xSTOg4JdoRCjjKgSGMK2Fup7zHFONosiyYUNz5CBZJ/bTklkvlu7Ni5WoWT54ckCNyQlxyTirkllRJjXDySJ7JC3m1nqw36936mLbmrNnMPvkD6/MHVKKfAA==</latexit>

�E [�] = 0

<latexit sha1_base64="qv/hpsRak9j2cnpWG+FuafDtous=">AAACJXicbZDLSsNAFIYnXmu9RV26GSyCCymJSHUjFN10WcFeoAllMjlth04mYWYilNqX8CV8Bbe6dyeCK8EncZpmoa0HDnz8/zmcmT9IOFPacT6tpeWV1bX1wkZxc2t7Z9fe22+qOJUUGjTmsWwHRAFnAhqaaQ7tRAKJAg6tYHgz9Vv3IBWLxZ0eJeBHpC9Yj1GijdS1T70QuCbY40T0OWDs1RXDD7hmOkNP5sYVdrp2ySk7WeFFcHMoobzqXfvbC2OaRiA05USpjusk2h8TqRnlMCl6qYKE0CHpQ8egIBEof5z9aoKPjRLiXixNC40z9ffGmERKjaLATEZED9S8NxX/9YJo7rLuXfpjJpJUg6Czw72UYx3jaWQ4ZBKo5iMDhEpm3o7pgEhCtQm2aEJx5yNYhOZZ2a2UK7fnpep1Hk8BHaIjdIJcdIGqqIbqqIEoekTP6AW9Wk/Wm/VufcxGl6x85wD9KevrB7ffozs=</latexit>

�h |H| i = 0
<latexit sha1_base64="5XBS6wf1jILN4FJhgVIVQTM64PQ=">AAACGnicbVC7TsMwFL0pr1JeAUYWQ4XEVCUIFRakChbGItGH1ESV4zqtVceJbAepCp35CX6BFXY2xMrCypfgthmg5UhX9+ice3XtEyScKe04X1ZhaXllda24XtrY3NresXf3mipOJaENEvNYtgOsKGeCNjTTnLYTSXEUcNoKhtcTv3VPpWKxuNOjhPoR7gsWMoK1kbr2ocex6HOKkFdXDD3Mmidz8RK5XbvsVJwp0CJxc1KGHPWu/e31YpJGVGjCsVId10m0n2GpGeF0XPJSRRNMhrhPO4YKHFHlZ9OvjNGxUXoojKUpodFU/b2R4UipURSYyQjrgZr3JuK/XhDNXdbhhZ8xkaSaCjI7HKYc6RhNckI9JinRfGQIJpKZtyMywBITbdIsmVDc+QgWSfO04lYr1duzcu0qj6cIB3AEJ+DCOdTgBurQAAKP8Awv8Go9WW/Wu/UxGy1Y+c4+/IH1+QP6dZ9E</latexit>

h | i = 1
<latexit sha1_base64="KoowTK5RIDloEKyM/xomf5ulxxs=">AAACHXicbVDLSsNAFJ3UV62vqEs3g1VwVRKR6kYoitBlBfuAJpTJdNIOnZmEmYlQYn/An/AX3OrenbgVt36J0zYLTT1w4XDOvdx7TxAzqrTjfFmFpeWV1bXiemljc2t7x97da6kokZg0ccQi2QmQIowK0tRUM9KJJUE8YKQdjK6nfvueSEUjcafHMfE5GggaUoy0kXr2UR0+QK+hKPQkEgNGILyENzmtZ5edijMDXCRuRsogQ6Nnf3v9CCecCI0ZUqrrOrH2UyQ1xYxMSl6iSIzwCA1I11CBOFF+OvtmAo+N0odhJE0JDWfq74kUcaXGPDCdHOmhyntT8V8v4LnNOrzwUyriRBOB54vDhEEdwWlUsE8lwZqNDUFYUnM7xEMkEdYm0JIJxc1HsEhapxW3WqnenpVrV1k8RXAADsEJcME5qIE6aIAmwOARPIMX8Go9WW/Wu/Uxby1Y2cw++APr8wcJ6qBg</latexit>

H| i = E| i
<latexit sha1_base64="XOQxPh3jfeABsehvexxxIUdV1sw=">AAACHnicbZDLSgMxFIYz9VbrbdSlm2ApuCozItWNUBShywr2Ap2hZNJMG5pkhiQjlLFP4Ev4Cm51707c6tYnMZ3OQlt/OPDxn3M4yR/EjCrtOF9WYWV1bX2juFna2t7Z3bP3D9oqSiQmLRyxSHYDpAijgrQ01Yx0Y0kQDxjpBOPrWb9zT6SikbjTk5j4HA0FDSlG2lh9u+IxJIaMQK+pKHyADVMZenLuw0t4A/t22ak6meAyuDmUQa5m3/72BhFOOBEaM6RUz3Vi7adIaooZmZa8RJEY4TEakp5BgThRfpp9ZworxhnAMJKmhIaZ+3sjRVypCQ/MJEd6pBZ7M/PfXsAXLuvwwk+piBNNBJ4fDhMGdQRnWcEBlQRrNjGAsKTm7RCPkERYm0RLJhR3MYJlaJ9W3Vq1dntWrl/l8RTBETgGJ8AF56AOGqAJWgCDR/AMXsCr9WS9We/Wx3y0YOU7h+CPrM8fdyWghA==</latexit>

h |H| i = E

<latexit sha1_base64="nJ16uQwJnOfch7TMqrB79nqkrds=">AAACA3icbVBNS8NAFHypX7V+VT16WSyCp5KIVI9FLz1WsLXQhLLZbtqlu5uwuxFK6NG/4FXv3sSrP8Srv8RNm4O2DjwYZt7jDRMmnGnjul9OaW19Y3OrvF3Z2d3bP6geHnV1nCpCOyTmseqFWFPOJO0YZjjtJYpiEXL6EE5uc//hkSrNYnlvpgkNBB5JFjGCjZV8X2AzJphnrRkaVGtu3Z0DrRKvIDUo0B5Uv/1hTFJBpSEca9333MQEGVaGEU5nFT/VNMFkgke0b6nEguogm2eeoTOrDFEUKzvSoLn6+yLDQuupCO1mnlEve7n4rxeKpc8mug4yJpPUUEkWj6OUIxOjvBA0ZIoSw6eWYKKYzY7IGCtMjK2tYkvxlitYJd2LuteoN+4ua82bop4ynMApnIMHV9CEFrShAwQSeIYXeHWenDfn3flYrJac4uYY/sD5/AFTOJg5</latexit>

H
<latexit sha1_base64="PpjMRtDZ6dd+00IBAf439uSBAuk=">AAACC3icbVDLSsNAFL2pr1pfsS7dDBbBVUlEqsuimy4r2Ae0sUymk3boTBJmJmIJ/QR/wa3u3YlbP8KtX+KkzUJbD1w4nHMv93D8mDOlHefLKqytb2xuFbdLO7t7+wf2YbmtokQS2iIRj2TXx4pyFtKWZprTbiwpFj6nHX9yk/mdByoVi8I7PY2pJ/AoZAEjWBtpYJf7AusxwTxtzO77sWSCDuyKU3XmQKvEzUkFcjQH9nd/GJFE0FATjpXquU6svRRLzQins1I/UTTGZIJHtGdoiAVVXjrPPkOnRhmiIJJmQo3m6u+LFAulpsI3m1lStexl4r+eL5Y+6+DKS1kYJ5qGZPE4SDjSEcqKQUMmKdF8aggmkpnsiIyxxESb+kqmFHe5glXSPq+6tWrt9qJSv87rKcIxnMAZuHAJdWhAE1pA4BGe4QVerSfrzXq3PharBSu/OYI/sD5/ABfTm10=</latexit>

H
0

Trial wave functions
<latexit sha1_base64="6alZL4msxbGyFhbFQSs34YsIWKY=">AAACNnicbVDPS9xAGJ3YanX90W099jJ0EfSyJCK2F0FaKF6ELXRV2Kzhy+RLMuxkEma+CEvcv6qX/h29eelBkV79Ezq75tBqHwy8ee97zHwvrpS05Ps33tKLl8srr1bXOusbm1uvu2/entmyNgKHolSluYjBopIahyRJ4UVlEIpY4Xk8+Tz3z6/QWFnqbzStcFxApmUqBZCTou7pNQ8HuYx8HhrQmUJ+xEOFKe3ysDJlEjVyfudfZjzMgRqYRfIyTCDL0LiIzHLa49d+G466Pb/vL8Cfk6AlPdZiEHV/hkkp6gI1CQXWjgK/onEDhqRQOOuEtcUKxAQyHDmqoUA7bhZrz/iOUxKelsYdTXyh/p1ooLB2WsRusgDK7VNvLv7PG9WUfhw3Ulc1oRaPD6W14lTyeYc8kQYFqakjIIx0f+UiBwOCXNMdV0LwdOXn5Gy/Hxz2D78e9I4/tXWssnfsPdtlAfvAjtkJG7AhE+w7u2G37M774f3y7r3fj6NLXpvZZv/Ae/gDF26rBw==</latexit>

|�0i =

0

@
Y

iF

â†i

1

A |0i

<latexit sha1_base64="C2ckLY1gFubdZSvDNTi9w3IO5aQ=">AAACKXicbVBNSwMxFMzW7/pV9eglWARPZVdEvQhFLx4rWC106/I2fd2GZrNLkhXK2r/jxb/iRUFRr/4R01pFrQOBYWYeL2/CVHBtXPfVKUxNz8zOzS8UF5eWV1ZLa+sXOskUwzpLRKIaIWgUXGLdcCOwkSqEOBR4GfZOhv7lNSrNE3lu+im2Yogk73AGxkpBqXpD/VqXB/wKqK9ARgLpEfW7YHIYBHDltyGKUH0rnN6M8u5XOiiV3Yo7Ap0k3piUyRi1oPTotxOWxSgNE6B103NT08pBGc4EDop+pjEF1oMIm5ZKiFG38tGlA7ptlTbtJMo+aehI/TmRQ6x1Pw5tMgbT1X+9ofif18xM57CVc5lmBiX7XNTJBDUJHdZG21whM6JvCTDF7V8p64ICZmy5RVuC9/fkSXKxW/H2K/tne+Xq8biOebJJtsgO8cgBqZJTUiN1wsgtuSdP5Nm5cx6cF+ftM1pwxjMb5Bec9w8bv6aV</latexit>

|�a
i i = â†aâi|�0i1p-1h state

occupied

unoccupied

<latexit sha1_base64="9gy2jEzr6M8euANGgQk02czmp/s=">AAACJnicbVDLSsNAFJ34rPUVdelmsAhuLIlIdSMU3XRZwT6gCWEyvW2HTiZhZiKU2K/wJ/wFt7p3J+JO/BKnbRbaeuDCuefcy505YcKZ0o7zaS0tr6yurRc2iptb2zu79t5+U8WppNCgMY9lOyQKOBPQ0ExzaCcSSBRyaIXDm4nfugepWCzu9CgBPyJ9wXqMEm2kwD71OBF9DtjrAtcEe/UBCxz8gGum8saTs5ErJ7BLTtmZAi8SNycllKMe2N9eN6ZpBEJTTpTquE6i/YxIzSiHcdFLFSSEDkkfOoYKEoHys+m3xvjYKF3ci6UpofFU/b2RkUipURSayYjogZr3JuK/XhjNXda9Sz9jIkk1CDo73Es51jGeZIa7TALVfGQIoZKZt2M6IJJQbZItmlDc+QgWSfOs7FbKldvzUvU6j6eADtEROkEuukBVVEN11EAUPaJn9IJerSfrzXq3PmajS1a+c4D+wPr6Afd2o+0=</latexit>

h��0|H|�0i = 0

<latexit sha1_base64="JXwwx6bRTgJkuYq6rKZsFP9iTZg=">AAACj3icbVFdSyMxFM3M6q5WXev66EuwCIJSZpZF92WXoi/6VsGq4NThTuZ2GkwyY5IRSvVv+N989Xf4YNqOoFMvBA7nIzecJIXgxgbBs+d/W1j8/mNpubGyuvZzvbnx68LkpWbYY7nI9VUCBgVX2LPcCrwqNIJMBF4mt8cT/fIeteG5OrejAvsSMsUHnIF1VNx8eqBRd8jjgEYaVCaQ7lHquBSFhbr0jz7UGOeO0BnhJkohy1DHkkLM6dytEd6V/H4uX8VnNL+R70LcbAXtYDp0HoQVaJFqunHzJUpzVkpUlgkw5joMCtsfg7acCXxsRKXBAtgtZHjtoAKJpj+e9vdIdxyT0kGu3VGWTtmPiTFIY0YycU4Jdmjq2oT8UktkbbMd/O2PuSpKi4rNFg9KQW1OJ59DU66RWTFyAJjm7u2UDUEDs+4LG66UsF7BPLj43Q4P2gdnf1qdo6qeJbJFtskuCckh6ZAT0iU9wsirt+3tefv+hn/o//c7M6vvVZlN8mn80zdJ78QC</latexit>

|�0i+ |��0i = |�0i+ ⌘a†mai|�0i ⌘ |�0i+ ⌘|�m
i i

m

i

Minimization
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Brillouin theorem (about the residual interaction)
Stationary condition

<latexit sha1_base64="8NkyK8ztcBkAuhSt+wsGG1cfuvo=">AAACkHicbVFPa9swFJe9bkuzdc2yYy+iodBDG+wx0lxG0+5SesqgaQJ1ap7lF0dEko0kD0Laz7HP1mu/x2BK4sKW5sGDn35/9MRTUghubBA8ef6bnbfv3td26x8+7n3ab3xu3pq81AwHLBe5HiVgUHCFA8utwFGhEWQicJjMfiz14S/Uhufqxs4LHEvIFJ9wBtZRceN3JEBlAmmUorBAo/6UxwF9oFeuq0Ok1xb6nUa49LxEnHwvY77dvcW8uhjuoxSyDLULQiy3R4O40QrawaroaxBWoEWq6seN5yjNWSlRWSbAmLswKOx4AdpyJvCxHpUGC2AzyPDOQQUSzXixWuAjPXJMSie5dq0sXbH/JhYgjZnLxDkl2KnZ1JbkVi2RG5PtpDtecFWUFhVbD56UgtqcLn+Hplwjs2LuADDN3dspm4IGZt0f1t1Sws0VvAa3X9thp935+a3Vu6zWUyMH5JAck5CckR65In0yIIz88VreiXfqN/2uf+5frK2+V2W+kP/Kv/4L+JnC9Q==</latexit>

h��0|H|�0i = ⌘h�m
i |H|�0i = ⌘h�0|a†iamH|�0i = 0

<latexit sha1_base64="CRmXOtWAN1eSw3FqBMSDRo+mf2I=">AAACC3icbVDLSsNAFJ34rPUV69LNYBFclUSkuiy6cVnBPqAJYTK9aYdOJmFmIpbYT/AX3Orenbj1I9z6JU7bLLT1wIXDOfdyLidMOVPacb6sldW19Y3N0lZ5e2d3b98+qLRVkkkKLZrwRHZDooAzAS3NNIduKoHEIYdOOLqe+p17kIol4k6PU/BjMhAsYpRoIwV2BT9irzlkgYM9ScSAAw7sqlNzZsDLxC1IFRVoBva3109oFoPQlBOleq6Taj8nUjPKYVL2MgUpoSMygJ6hgsSg/Hz2+wSfGKWPo0SaERrP1N8XOYmVGseh2YyJHqpFbyr+64XxQrKOLv2ciTTTIOg8OMo41gmeFoP7TALVfGwIoZKZ3zEdEkmoNvWVTSnuYgXLpH1Wc+u1+u15tXFV1FNCR+gYnSIXXaAGukFN1EIUPaBn9IJerSfrzXq3PuarK1Zxc4j+wPr8AcUxme0=</latexit>

|�0i
<latexit sha1_base64="O7YM4AzJyuy0w4cig/xC3YgrHrQ=">AAACDXicbVC7SgNBFJ2Nrxhf66OzGQyCVdgViZZBG8sI5gHZNcxO7iZDZmaXmVkhxnyDv2CrvZ3Y+g22fomTR6GJBy4czrmXczlRypk2nvfl5JaWV1bX8uuFjc2t7R13d6+uk0xRqNGEJ6oZEQ2cSagZZjg0UwVERBwaUf9q7DfuQWmWyFszSCEUpCtZzCgxVmq7B/gRB9UeuxNthgNFZJcDbrtFr+RNgBeJPyNFNEO17X4HnYRmAqShnGjd8r3UhEOiDKMcRoUg05AS2iddaFkqiQAdDiffj/CxVTo4TpQdafBE/X0xJELrgYjspiCmp+e9sfivF4m5ZBNfhEMm08yApNPgOOPYJHhcDe4wBdTwgSWEKmZ/x7RHFKHGFliwpfjzFSyS+mnJL5fKN2fFyuWsnjw6REfoBPnoHFXQNaqiGqLoAT2jF/TqPDlvzrvzMV3NObObffQHzucPuZWbBQ==</latexit>

|�m
i i

<latexit sha1_base64="O7YM4AzJyuy0w4cig/xC3YgrHrQ=">AAACDXicbVC7SgNBFJ2Nrxhf66OzGQyCVdgViZZBG8sI5gHZNcxO7iZDZmaXmVkhxnyDv2CrvZ3Y+g22fomTR6GJBy4czrmXczlRypk2nvfl5JaWV1bX8uuFjc2t7R13d6+uk0xRqNGEJ6oZEQ2cSagZZjg0UwVERBwaUf9q7DfuQWmWyFszSCEUpCtZzCgxVmq7B/gRB9UeuxNthgNFZJcDbrtFr+RNgBeJPyNFNEO17X4HnYRmAqShnGjd8r3UhEOiDKMcRoUg05AS2iddaFkqiQAdDiffj/CxVTo4TpQdafBE/X0xJELrgYjspiCmp+e9sfivF4m5ZBNfhEMm08yApNPgOOPYJHhcDe4wBdTwgSWEKmZ/x7RHFKHGFliwpfjzFSyS+mnJL5fKN2fFyuWsnjw6REfoBPnoHFXQNaqiGqLoAT2jF/TqPDlvzrvzMV3NObObffQHzucPuZWbBQ==</latexit>

|�m
i i

<latexit sha1_base64="CRmXOtWAN1eSw3FqBMSDRo+mf2I=">AAACC3icbVDLSsNAFJ34rPUV69LNYBFclUSkuiy6cVnBPqAJYTK9aYdOJmFmIpbYT/AX3Orenbj1I9z6JU7bLLT1wIXDOfdyLidMOVPacb6sldW19Y3N0lZ5e2d3b98+qLRVkkkKLZrwRHZDooAzAS3NNIduKoHEIYdOOLqe+p17kIol4k6PU/BjMhAsYpRoIwV2BT9irzlkgYM9ScSAAw7sqlNzZsDLxC1IFRVoBva3109oFoPQlBOleq6Taj8nUjPKYVL2MgUpoSMygJ6hgsSg/Hz2+wSfGKWPo0SaERrP1N8XOYmVGseh2YyJHqpFbyr+64XxQrKOLv2ciTTTIOg8OMo41gmeFoP7TALVfGwIoZKZ3zEdEkmoNvWVTSnuYgXLpH1Wc+u1+u15tXFV1FNCR+gYnSIXXaAGukFN1EIUPaBn9IJerSfrzXq3PuarK1Zxc4j+wPr8AcUxme0=</latexit>

|�0i 0

0

=0

=0

<latexit sha1_base64="MU3z4yshMnW47C0xKkIrxqUlHrI=">AAACRXicbZBLSwMxEMezPmt9VT16CZZCRSy7RaoXoShIDx4q9AVtKdk024ZmHySzQln2S/kl/Ap6tHdv4lXTbQ+2dSDwm//MMJO/HQiuwDTfjbX1jc2t7dROendv/+Awc3TcUH4oKatTX/iyZRPFBPdYHTgI1gokI64tWNMe3U/rzWcmFfe9GowD1nXJwOMOpwS01Ms8doYEokqMb3FCtRhfzKge96LKQ5IK5kB+pja0WrRjfLnQ1JF8MITzXiZrFswk8CpYc8iieVR7mUmn79PQZR5QQZRqW2YA3YhI4FSwON0JFQsIHZEBa2v0iMtUN0p+HeOcVvrY8aV+HuBE/TsREVepsauPzbkEhmq5NhX/rdnu0mZwbroR94IQmEdni51QYPDx1FLc55JREGMNhEqub8d0SCShoI1Pa1OsZQtWoVEsWKVC6ekqW76b25NCp+gM5ZGFrlEZVVAV1RFFL+gNfaCJ8Wp8Gl/G96x1zZjPnKCFMH5+AQ7xsSw=</latexit>

Ĥ = T̂ + ÛHF +
⇣
V̂2b � ÛHF

⌘

<latexit sha1_base64="nqt3v0wlLEPtMxTj+xqAQ6RHhQg=">AAACIXicbZDLSsNAFIYn9VbrLerSzWARuiqJSHUjFEXosoK9QBPCZDpph04mYWYilLSv4Ev4Cm51707ciTufxGkaQVsPDHz8/zmcM78fMyqVZX0YhZXVtfWN4mZpa3tnd8/cP2jLKBGYtHDEItH1kSSMctJSVDHSjQVBoc9Ixx9dz/zOPRGSRvxOjWPihmjAaUAxUlryzMqNZ8FL6DDEB4xApzmkWpjAxuSHHZFZnlm2qlZWcBnsHMogr6Znfjn9CCch4QozJGXPtmLlpkgoihmZlpxEkhjhERqQnkaOQiLdNPvRFJ5opQ+DSOjHFczU3xMpCqUch77uDJEaykVvJv7r+eHCZhVcuCnlcaIIx/PFQcKgiuAsLtingmDFxhoQFlTfDvEQCYSVDrWkQ7EXI1iG9mnVrlVrt2fl+lUeTxEcgWNQATY4B3XQAE3QAhg8gCfwDF6MR+PVeDPe560FI585BH/K+PwG4BOh2Q==</latexit>

E0 = h�0|H|�0i

<latexit sha1_base64="OOZG3sbMnNKHOgY4yu+EYI8HCEw=">AAACBXicbVC7SgNBFJ31GeMramkzGASrsCsSLYM2lhHMA5I1zE7uJkNmdpeZu0JYUvsLttrbia3fYeuXOEm20MQDFw7n3Mu5nCCRwqDrfjkrq2vrG5uFreL2zu7efungsGniVHNo8FjGuh0wA1JE0ECBEtqJBqYCCa1gdDP1W4+gjYijexwn4Cs2iEQoOEMrPXSHDLPmpJdpMBPaK5XdijsDXSZeTsokR71X+u72Y54qiJBLZkzHcxP0M6ZRcAmTYjc1kDA+YgPoWBoxBcbPZl9P6KlV+jSMtZ0I6Uz9fZExZcxYBXZTMRyaRW8q/usFaiEZwys/E1GSIkR8HhymkmJMp5XQvtDAUY4tYVwL+zvlQ6YZR1tc0ZbiLVawTJrnFa9aqd5dlGvXeT0FckxOyBnxyCWpkVtSJw3CiSbP5IW8Ok/Om/PufMxXV5z85oj8gfP5A1kAmV8=</latexit>

V̂res
Residual interaction

Choosing the Hartree-Fock solution it’s equivalent 
to require that the residual interaction evaluated in 
the ground-state is zero.

<latexit sha1_base64="yx4oQjcTbIVkfxPkuQx0n1PrejE=">AAACJnicbVDLSsNAFJ3UV62vqEs3g0VwY0lEqhuh6MZlBfuAJoTJ9LYdOpmEmYlQYr/Cn/AX3OrenYg78Uuctllo64GBwznncu+cMOFMacf5tApLyyura8X10sbm1vaOvbvXVHEqKTRozGPZDokCzgQ0NNMc2okEEoUcWuHweuK37kEqFos7PUrAj0hfsB6jRBspsE88TkSfA/bqAxY4+AE3g0yCGhuWS56cJS6xE9hlp+JMgReJm5MyylEP7G+vG9M0AqEpJ0p1XCfRfkakZpTDuOSlChJCh6QPHUMFiUD52fRbY3xklC7uxdI8ofFU/T2RkUipURSaZET0QM17E/FfL4zmNuvehZ8xkaQaBJ0t7qUc6xhPOsNdJoFqPjKEUMnM7ZgOiCRUm2ZLphR3voJF0jytuNVK9fasXLvK6ymiA3SIjpGLzlEN3aA6aiCKHtEzekGv1pP1Zr1bH7Nowcpn9tEfWF8/cXukNg==</latexit>

h�0|Vres|�0i = 0

It is not enough to ensure that is valid solution
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Hartree-Fock with ab initio interactions
Hartree-Fock with ab initio interactions

Robert Roth - TU Darmstadt - March 2021 9

SRG Evolution in Two-Body SpaceSRG Evolution in Two-Body Space

Argonne V18
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Robert Roth - TU Darmstadt - March 2021 11

SRG Evolution in Two-Body SpaceSRG Evolution in Two-Body Space

chiral NN
Entem & Machleidt. N3LO, 500 MeV

Jπ = 1+, T = 0
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SRG Evolution in Two-Body SpaceSRG Evolution in Two-Body Space

α = 0.160 fm4

Λ = 1.58 fm−1

Jπ = 1+, T = 0
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0

Eg.s.

Exact

HF
0

Eg.s.

Exact
HF

0

Eg.s.

Exact

HF

OBE potentials Chiral potentials SRG potentials

Expansion problematic: 
full diagonalisation needed

Expansion possible, but 
problem non-perturbative

Expansion simple: even 
perturbation theory works!

Somà, Lecture @ Fiera di Primiero
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Skyrme functionals
The Skyrme force was first introduced by Skyrme as an effective force for nuclear Hartree-Fock 
calculations and later by Vautherin and Brink 

Skyrme, Phil. Mag. 1 (1956), 1043, Nucl. Phys. 9 (1959), 615 
Vautherin and Brink, Phys. Lett. 32B (1970), 149, Phys. Rev. C5 (1972), 626 
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interaction. The density-dependent zero-range force has
been chosen with a spin-exchange mixture x0!1 such
that it does not contribute to the T!1 pairing channel.
In this way, the usual problem of divergence of a zero-
range interaction in the pairing channel is avoided,
which enables one to use the Gogny interaction simulta-
neously in both mean-field and pairing channels. For the
spin-orbit interaction the zero-range force introduced by
Bell and Skyrme (1956; Skyrme, 1959b) is used.

The interaction has been adjusted with the direct
Coulomb and Coulomb exchange terms calculated ex-
actly. The energy of the spurious center-of-mass motion
(see Sec. III.B.3) is subtracted from the total energy and
is taken into account variationally. It has an anti-spin-
orbit effect and if ignored requires a decrease in the
strength of the spin-orbit interaction.

All terms are taken into account in the pairing chan-
nel, including the Coulomb contributions. The informa-
tion going into the adjustment of the Gogny forces is
summarized later on in Table I. Since the fit was done
assuming spherical symmetry, the one-quasiparticle exci-
tations describing odd nuclei were obtained by averag-
ing all degenerate orbitals of a subshell. Moreover, odd
nuclei are not described with the same level of accuracy
as even ones are described by the HFB method. For this
reason, an underestimate of 300 keV of the ground-state
energy has been taken into account for odd-A nuclei.
The original parametrization D1 has been readjusted by
Berger et al. (1984, 1991) to correct for a too-large sur-
face coefficient leading to an overestimate of the fission
barrier of 240Pu. Most calculations use this interaction,
labeled D1S.

2. Skyrme interactions

In the Skyrme Hartree-Fock approach, the total bind-
ing energy is given by the sum of the kinetic energy, the
Skyrme energy functional that models the effective in-
teraction between nucleons, the Coulomb energy, the
pair energy, and corrections for spurious motion:

E!Ekin"! d3rESk"ECoul"Epair#Ecorr . (46)

As the Skyrme energy functional is local, it has several
technical advantages over the Gogny force. All ex-
change terms have the same structure as the direct
terms, which greatly reduces the number of integrations
when solving the Skyrme Hartree-Fock equations.

a. The Skyrme energy functional

It is useful to separate out the Skyrme energy func-
tional as
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The time-odd part E odd contains all dependences on
time-odd currents. They need to appear in bilinear form
to render the functional time-reversal invariant. The
term E even contains only time-even densities. It is the
only part which contributes in stationary calculations of

even-even nuclei. The sum runs over the isospin T . The
time-even energy density is given by

E T
even!CT

$ $T
2 "CT

%$ $T%$T"CT
& $T&T"CT

J JT
2

"CT
'J$T '•JT , (48)

while the time-odd part reads
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‘‘Time-odd’’ refers to the densities E T
odd is constructed

from, not a property of E T
odd itself, which is of course

time even. In most applications, the coefficients C are
taken to be constants except for CT

$ and CT
s which de-

pend on density according to the parametrization
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where $0,eq is the saturation density in infinite nuclear
matter. For other choices see Sec. II.A.2.g below. Invari-
ance under local gauge transformations links three pairs
of time-even and time-odd terms in the energy func-
tional
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(see Dobaczewski and Dudek, 1995). This is a generali-
zation of the Galilean invariance of the Skyrme interac-
tion discussed by Engel et al. (1975).

b. Single-particle Hamiltonian

The single-particle Hamiltonian ĥq is obtained from
the energy functional by using the variational principle.
In what follows we now assume as is done in most ap-
plications, that protons and neutrons do not mix. For
discussion of the single-particle Hamiltonian, it is sim-
pler to recouple the isoscalar and isovector densities to
proton and neutron densities. The contribution from the
Skyrme interaction to the single-particle Hamiltonian
for the nucleon species q!p ,n is then given by
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i
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i
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where +Wq ,',-!! ij+Wij ,'i,̂ j-. The various local po-
tentials are calculated as
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Here Bq!/2/2mq* is proportional to the inverse effec-
tive mass, which in general depends on r. Ground-state
properties of even-even nuclei (which cover most appli-
cations of the Skyrme interaction in the published litera-

130 Bender, Heenen, and Reinhard: Self-consistent mean-field models

Rev. Mod. Phys., Vol. 75, No. 1, January 2003

interaction. The density-dependent zero-range force has
been chosen with a spin-exchange mixture x0!1 such
that it does not contribute to the T!1 pairing channel.
In this way, the usual problem of divergence of a zero-
range interaction in the pairing channel is avoided,
which enables one to use the Gogny interaction simulta-
neously in both mean-field and pairing channels. For the
spin-orbit interaction the zero-range force introduced by
Bell and Skyrme (1956; Skyrme, 1959b) is used.

The interaction has been adjusted with the direct
Coulomb and Coulomb exchange terms calculated ex-
actly. The energy of the spurious center-of-mass motion
(see Sec. III.B.3) is subtracted from the total energy and
is taken into account variationally. It has an anti-spin-
orbit effect and if ignored requires a decrease in the
strength of the spin-orbit interaction.

All terms are taken into account in the pairing chan-
nel, including the Coulomb contributions. The informa-
tion going into the adjustment of the Gogny forces is
summarized later on in Table I. Since the fit was done
assuming spherical symmetry, the one-quasiparticle exci-
tations describing odd nuclei were obtained by averag-
ing all degenerate orbitals of a subshell. Moreover, odd
nuclei are not described with the same level of accuracy
as even ones are described by the HFB method. For this
reason, an underestimate of 300 keV of the ground-state
energy has been taken into account for odd-A nuclei.
The original parametrization D1 has been readjusted by
Berger et al. (1984, 1991) to correct for a too-large sur-
face coefficient leading to an overestimate of the fission
barrier of 240Pu. Most calculations use this interaction,
labeled D1S.

2. Skyrme interactions

In the Skyrme Hartree-Fock approach, the total bind-
ing energy is given by the sum of the kinetic energy, the
Skyrme energy functional that models the effective in-
teraction between nucleons, the Coulomb energy, the
pair energy, and corrections for spurious motion:

E!Ekin"! d3rESk"ECoul"Epair#Ecorr . (46)

As the Skyrme energy functional is local, it has several
technical advantages over the Gogny force. All ex-
change terms have the same structure as the direct
terms, which greatly reduces the number of integrations
when solving the Skyrme Hartree-Fock equations.

a. The Skyrme energy functional

It is useful to separate out the Skyrme energy func-
tional as
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T!0,1

"E T
even"E T

odd#. (47)

The time-odd part E odd contains all dependences on
time-odd currents. They need to appear in bilinear form
to render the functional time-reversal invariant. The
term E even contains only time-even densities. It is the
only part which contributes in stationary calculations of

even-even nuclei. The sum runs over the isospin T . The
time-even energy density is given by

E T
even!CT

$ $T
2 "CT

%$ $T%$T"CT
& $T&T"CT

J JT
2

"CT
'J$T '•JT , (48)

while the time-odd part reads

E T
odd!CT

s sT
2 "CT

%s sT•%sT"CT
sT sT•TT"CT

's "'•sT#2

"CT
j jT

2 "CT
'j sT•'$jT . (49)

‘‘Time-odd’’ refers to the densities E T
odd is constructed

from, not a property of E T
odd itself, which is of course

time even. In most applications, the coefficients C are
taken to be constants except for CT

$ and CT
s which de-

pend on density according to the parametrization
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$0,eq
# *

, (50)

where $0,eq is the saturation density in infinite nuclear
matter. For other choices see Sec. II.A.2.g below. Invari-
ance under local gauge transformations links three pairs
of time-even and time-odd terms in the energy func-
tional
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(see Dobaczewski and Dudek, 1995). This is a generali-
zation of the Galilean invariance of the Skyrme interac-
tion discussed by Engel et al. (1975).

b. Single-particle Hamiltonian

The single-particle Hamiltonian ĥq is obtained from
the energy functional by using the variational principle.
In what follows we now assume as is done in most ap-
plications, that protons and neutrons do not mix. For
discussion of the single-particle Hamiltonian, it is sim-
pler to recouple the isoscalar and isovector densities to
proton and neutron densities. The contribution from the
Skyrme interaction to the single-particle Hamiltonian
for the nucleon species q!p ,n is then given by

ĥq!Uq#'•Bq'#
i
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where +Wq ,',-!! ij+Wij ,'i,̂ j-. The various local po-
tentials are calculated as
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Here Bq!/2/2mq* is proportional to the inverse effec-
tive mass, which in general depends on r. Ground-state
properties of even-even nuclei (which cover most appli-
cations of the Skyrme interaction in the published litera-
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interaction. The density-dependent zero-range force has
been chosen with a spin-exchange mixture x0!1 such
that it does not contribute to the T!1 pairing channel.
In this way, the usual problem of divergence of a zero-
range interaction in the pairing channel is avoided,
which enables one to use the Gogny interaction simulta-
neously in both mean-field and pairing channels. For the
spin-orbit interaction the zero-range force introduced by
Bell and Skyrme (1956; Skyrme, 1959b) is used.

The interaction has been adjusted with the direct
Coulomb and Coulomb exchange terms calculated ex-
actly. The energy of the spurious center-of-mass motion
(see Sec. III.B.3) is subtracted from the total energy and
is taken into account variationally. It has an anti-spin-
orbit effect and if ignored requires a decrease in the
strength of the spin-orbit interaction.

All terms are taken into account in the pairing chan-
nel, including the Coulomb contributions. The informa-
tion going into the adjustment of the Gogny forces is
summarized later on in Table I. Since the fit was done
assuming spherical symmetry, the one-quasiparticle exci-
tations describing odd nuclei were obtained by averag-
ing all degenerate orbitals of a subshell. Moreover, odd
nuclei are not described with the same level of accuracy
as even ones are described by the HFB method. For this
reason, an underestimate of 300 keV of the ground-state
energy has been taken into account for odd-A nuclei.
The original parametrization D1 has been readjusted by
Berger et al. (1984, 1991) to correct for a too-large sur-
face coefficient leading to an overestimate of the fission
barrier of 240Pu. Most calculations use this interaction,
labeled D1S.

2. Skyrme interactions

In the Skyrme Hartree-Fock approach, the total bind-
ing energy is given by the sum of the kinetic energy, the
Skyrme energy functional that models the effective in-
teraction between nucleons, the Coulomb energy, the
pair energy, and corrections for spurious motion:

E!Ekin"! d3rESk"ECoul"Epair#Ecorr . (46)

As the Skyrme energy functional is local, it has several
technical advantages over the Gogny force. All ex-
change terms have the same structure as the direct
terms, which greatly reduces the number of integrations
when solving the Skyrme Hartree-Fock equations.

a. The Skyrme energy functional

It is useful to separate out the Skyrme energy func-
tional as
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T!0,1

"E T
even"E T

odd#. (47)

The time-odd part E odd contains all dependences on
time-odd currents. They need to appear in bilinear form
to render the functional time-reversal invariant. The
term E even contains only time-even densities. It is the
only part which contributes in stationary calculations of

even-even nuclei. The sum runs over the isospin T . The
time-even energy density is given by
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‘‘Time-odd’’ refers to the densities E T
odd is constructed

from, not a property of E T
odd itself, which is of course

time even. In most applications, the coefficients C are
taken to be constants except for CT

$ and CT
s which de-

pend on density according to the parametrization

CT($0)!CT(0)""CT($0,eq)#CT(0) #" $0

$0,eq
# *

, (50)

where $0,eq is the saturation density in infinite nuclear
matter. For other choices see Sec. II.A.2.g below. Invari-
ance under local gauge transformations links three pairs
of time-even and time-odd terms in the energy func-
tional
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(see Dobaczewski and Dudek, 1995). This is a generali-
zation of the Galilean invariance of the Skyrme interac-
tion discussed by Engel et al. (1975).

b. Single-particle Hamiltonian

The single-particle Hamiltonian ĥq is obtained from
the energy functional by using the variational principle.
In what follows we now assume as is done in most ap-
plications, that protons and neutrons do not mix. For
discussion of the single-particle Hamiltonian, it is sim-
pler to recouple the isoscalar and isovector densities to
proton and neutron densities. The contribution from the
Skyrme interaction to the single-particle Hamiltonian
for the nucleon species q!p ,n is then given by

ĥq!Uq#'•Bq'#
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where +Wq ,',-!! ij+Wij ,'i,̂ j-. The various local po-
tentials are calculated as
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Here Bq!/2/2mq* is proportional to the inverse effec-
tive mass, which in general depends on r. Ground-state
properties of even-even nuclei (which cover most appli-
cations of the Skyrme interaction in the published litera-
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interaction. The density-dependent zero-range force has
been chosen with a spin-exchange mixture x0!1 such
that it does not contribute to the T!1 pairing channel.
In this way, the usual problem of divergence of a zero-
range interaction in the pairing channel is avoided,
which enables one to use the Gogny interaction simulta-
neously in both mean-field and pairing channels. For the
spin-orbit interaction the zero-range force introduced by
Bell and Skyrme (1956; Skyrme, 1959b) is used.

The interaction has been adjusted with the direct
Coulomb and Coulomb exchange terms calculated ex-
actly. The energy of the spurious center-of-mass motion
(see Sec. III.B.3) is subtracted from the total energy and
is taken into account variationally. It has an anti-spin-
orbit effect and if ignored requires a decrease in the
strength of the spin-orbit interaction.

All terms are taken into account in the pairing chan-
nel, including the Coulomb contributions. The informa-
tion going into the adjustment of the Gogny forces is
summarized later on in Table I. Since the fit was done
assuming spherical symmetry, the one-quasiparticle exci-
tations describing odd nuclei were obtained by averag-
ing all degenerate orbitals of a subshell. Moreover, odd
nuclei are not described with the same level of accuracy
as even ones are described by the HFB method. For this
reason, an underestimate of 300 keV of the ground-state
energy has been taken into account for odd-A nuclei.
The original parametrization D1 has been readjusted by
Berger et al. (1984, 1991) to correct for a too-large sur-
face coefficient leading to an overestimate of the fission
barrier of 240Pu. Most calculations use this interaction,
labeled D1S.

2. Skyrme interactions

In the Skyrme Hartree-Fock approach, the total bind-
ing energy is given by the sum of the kinetic energy, the
Skyrme energy functional that models the effective in-
teraction between nucleons, the Coulomb energy, the
pair energy, and corrections for spurious motion:

E!Ekin"! d3rESk"ECoul"Epair#Ecorr . (46)

As the Skyrme energy functional is local, it has several
technical advantages over the Gogny force. All ex-
change terms have the same structure as the direct
terms, which greatly reduces the number of integrations
when solving the Skyrme Hartree-Fock equations.

a. The Skyrme energy functional

It is useful to separate out the Skyrme energy func-
tional as
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The time-odd part E odd contains all dependences on
time-odd currents. They need to appear in bilinear form
to render the functional time-reversal invariant. The
term E even contains only time-even densities. It is the
only part which contributes in stationary calculations of

even-even nuclei. The sum runs over the isospin T . The
time-even energy density is given by

E T
even!CT

$ $T
2 "CT

%$ $T%$T"CT
& $T&T"CT

J JT
2

"CT
'J$T '•JT , (48)

while the time-odd part reads

E T
odd!CT

s sT
2 "CT

%s sT•%sT"CT
sT sT•TT"CT

's "'•sT#2

"CT
j jT

2 "CT
'j sT•'$jT . (49)

‘‘Time-odd’’ refers to the densities E T
odd is constructed

from, not a property of E T
odd itself, which is of course

time even. In most applications, the coefficients C are
taken to be constants except for CT

$ and CT
s which de-

pend on density according to the parametrization

CT($0)!CT(0)""CT($0,eq)#CT(0) #" $0

$0,eq
# *

, (50)

where $0,eq is the saturation density in infinite nuclear
matter. For other choices see Sec. II.A.2.g below. Invari-
ance under local gauge transformations links three pairs
of time-even and time-odd terms in the energy func-
tional

CT
j !#CT

& , CT
J !#CT

sT , CT
'j!"CT

'J (51)

(see Dobaczewski and Dudek, 1995). This is a generali-
zation of the Galilean invariance of the Skyrme interac-
tion discussed by Engel et al. (1975).

b. Single-particle Hamiltonian

The single-particle Hamiltonian ĥq is obtained from
the energy functional by using the variational principle.
In what follows we now assume as is done in most ap-
plications, that protons and neutrons do not mix. For
discussion of the single-particle Hamiltonian, it is sim-
pler to recouple the isoscalar and isovector densities to
proton and neutron densities. The contribution from the
Skyrme interaction to the single-particle Hamiltonian
for the nucleon species q!p ,n is then given by

ĥq!Uq#'•Bq'#
i
2 +Wq ,',-

"Sq•!̂#'•"!̂•Cq#'#
i
2 +Aq ,'-, (52)

where +Wq ,',-!! ij+Wij ,'i,̂ j-. The various local po-
tentials are calculated as

time-even: Uq!
.E
.$q

, Bq!
.E
.&q

, Wq!
.E
.Jq

, (53)

time-odd: Aq!
.E
.jq

, Sq!
.E
.sq

, Cq!
.E
.Tq

. (54)

Here Bq!/2/2mq* is proportional to the inverse effec-
tive mass, which in general depends on r. Ground-state
properties of even-even nuclei (which cover most appli-
cations of the Skyrme interaction in the published litera-

130 Bender, Heenen, and Reinhard: Self-consistent mean-field models

Rev. Mod. Phys., Vol. 75, No. 1, January 2003

An alternative: 
Berger, Girod and Gogny, Comp. Phys. Comm., 63 (1991) 365 
Dechargé and Gogny, Phys. Rev. C 21., (1980) 1568
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Skyrme, Phil. Mag. 1 (1956), 1043, Nucl. Phys. 9 (1959), 615 
Vautherin and Brink, Phys. Lett. 32B (1970), 149, Phys. Rev. C5 (1972), 626 

• Bender, Heenen,, Reinhard, Rev.Mod.Phys. 75 (2003) 121-180

Skyrme functionals
The Skyrme force was first introduced by Skyrme as an effective force for nuclear Hartree-Fock 
calculations and later by Vautherin and Brink 

Skyrme, Phil. Mag. 1 (1956), 1043, Nucl. Phys. 9 (1959), 615 
Vautherin and Brink, Phys. Lett. 32B (1970), 149, Phys. Rev. C5 (1972), 626 

• Bender, Heenen,, Reinhard, Rev.Mod.Phys. 75 (2003) 121-180
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Single-particle potentials

Solve the 1-body Schrödinger equation

Determine the resulting wave functions

Calculation of new densities and currents

Calculation of new potentials

Convergence 
criterion

YES

NONO
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Skyrme-Hartree-Fock calculations for 40Ca

optimize the density by taking into account the 
nucleon-nucleon interaction

Skyrme-Hartree-Fock calculations for 40Ca

optimize the density by taking into account the 
nucleon-nucleon interaction

optimize the density by taking into account the 
nucleon-nucleon interaction

Skyrme-Hartree-Fock calculations for 40Ca

optimized density (and shape) can be determined 
automatically

Skyrme-Hartree-Fock calculations for 40Ca

optimize the density by taking into account the 
nucleon-nucleon interaction

Dobaczewski, Idini, Pastore, and Schunck,  

TALENT Course: Density functional theory and self-
consistent methods 

http://www.fuw.edu.pl/~dobaczew/TALENT_DFT_2016/main.pdf
http://www.fuw.edu.pl/~dobaczew/TALENT_DFT_2016/main.pdf
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Covariant interactions (Walecka-Serot)

• Exploit the covariant formulation 
of the problem 

• Free parameters: masses and 
couplings (mesons are effective 
degrees of freedom) 

• Spin-orbit determined by the 
interplay between the scalar and 
the vector component 

• Odd-terms determined by the 
even components (no free 
parameters)

relativistic mean-field method (see Reinhard, 1989; Se-
rot, 1992; Ring, 1996), and we shall thus keep their pre-
sentation short.

There are many practical ways to define relativistic
models for nuclear structure calculations. In nearly all
cases the contribution from antiparticle states in the
Fermi sea to the nucleon densities is neglected (the no-
sea approximation). Another widely used approxima-
tion is the neglect of exchange (Fock) terms in the
mean-field equations. The contribution of the exchange
term is assumed to be absorbed into the effective cou-
pling constants through the phenomenological fit of the
model.

As in the case of nonrelativistic models, one has a
choice between effective zero-range forces (point cou-
plings) and effective finite-range interactions. In com-
plete analogy to the Skyrme Hartree-Fock method, the
single-particle potentials entering the Dirac equations of
point-coupling approaches are functions of the various
relativistic densities outlined in Sec. I.B.6. Much more
often used, however, are finite-range models. Motivated
by the idea of the nucleus as a system of interacting
nucleons and mesons, the effective interaction is intro-
duced through Klein-Gordon equations for the meson
fields, which are coupled to the Dirac equations for the
nucleons. These equations have to be solved self-
consistently, with nucleon densities as source terms in
the Klein-Gordon equations, and mesonic fields entering
the Dirac equations. In finite-range models, one also has
a choice in modeling the density dependence. This is
done either through the nonlinearities of the meson
fields, density-dependent couplings of nucleons and me-
sons, or a combination of both.

There is some confusion about the naming of the
models. In a strict sense, all possible combinations of the
above-mentioned approximations are relativistic mean-
field models. Below, we shall use this label (as is often,
but not always done in the literature) for the most
widely used standard approach, the relativistic Hartree
model with nonlinear finite-range meson fields. We shall
concentrate here on this model, but give some refer-
ences below to published work using other variants em-
ploying density-dependent couplings, relativistic
Hartree-Fock models, and various brands of relativistic
density-functional theory.

The relativistic mean-field method is usually formu-
lated in terms of a hadronic Lagrangian. In the energy
regime of nuclear structure, it may be assumed that the
nucleons interact only through the exchange of the me-
sons with the lowest values of spin J and isospin T . Such
an assumption is consistent with one-boson-exchange
potentials fitted to nucleon-nucleon scattering at low en-
ergies (Erkelenz, 1974; Holinde, 1981; Machleidt et al.,
1987; Machleidt and Slaus, 2001). This view of the
model, however, is not unique. In order to describe static
nuclei, one has to specify a reference frame, and one can
equally well formulate the model in terms of the corre-
sponding energy density. This formulation makes the
connection to the nonrelativistic models discussed above
more apparent and will be chosen here. A detailed dis-

cussion of the Lagrangian can be found in several re-
views of the relativistic mean-field method, including
those of Serot and Walecka (1986), Reinhard (1989), Se-
rot (1992), and Ring (1996).

Although the energy-functional approach relaxes the
direct correspondence to hadronic physics, the fields are
commonly denoted as the mesons whose quantum num-
bers they carry,

• ! field "! , J#, T!0",0, medium-range attraction;
• $ field "$

% , J#T!1#,0 short-range repulsion;
• & field "&

% , J#T!1#,1, isospin channel.

The index % is the standard index of a relativistic four-
vector. There is no experimental evidence for a free !
meson, although the ! field is a crucial ingredient in
relativistic mean-field models. This is a hint that we are
dealing with effective fields in an effective Lagrangian.
The lowest-mass and in many other respects most im-
portant #-meson field does not appear in the list. In fact,
the #-meson field with J#!0#, T!1 cannot contribute
on the Hartree level of standard relativistic mean-field
models, because the pseudoscalar and pseudovector
densities it couples to vanish for stationary states unless
time-reversal invariance and parity are broken. It ap-
pears only in nuclear dynamics, or in the Hartree-Fock
approximation via the exchange terms (Bouyssy et al.,
1987).

The standard relativistic mean-field energy functional
is given by (setting '!1 and c!1 as is usually done in
relativistic theory)

E!! d3r ERMF"ECoul"Epair#Ecm , (60)

ERMF!Enucl"Emeson"Ecoupl"Enonl , (61)

Enucl! (
)!1

*

v)
2 +̄),#i-•."mB/ +) , (62)

Emeson! (
M!! ,$ ,&

1
2

"M,#0"mM/"M , (63)

Ecoupl!g!"!&s0"g$"$
%&%0"g&"&

%&% ,1 , (64)

Enonl!
1
3

b2"!
3 "

1
4

b3"!
4 "

1
4

c3,"$ ,%"$
%/2, (65)

where &sT and &%T are the scalar and vector densities as
introduced in Sec. I.B.6. The quantities g! , g$ , g& , m! ,
m$ , m& , b2 , b3 , and c3 are parameters of the energy
functional while the v)

2 are BCS occupation probabili-
ties, see Sec. I.B.4. Note that the spacelike components
of the vector densities vanish for time-reversal-invariant
systems. They correspond to the time-odd part of the
Skyrme energy functional, while the scalar density and
the zero component of the vector density correspond to
the time-even part.

A functional with linear coupling terms Eq. (64) only
allows us to give a qualitative description of the nuclei.
However, essential nuclear properties such as incom-
pressibility or surface properties cannot be reproduced
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• Antiparticle degrees of freedom (no sea 
approximation) 

• Extension of the functional hard to identify 
(more non-linearities? More mesons?)

PRO

CONS

(Jπ,T)=(0+,0) (Jπ,T)=(1-,0) (Jπ,T)=(1-,1) 
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Zm 

Fig. 2.1. The qualitative structure of the scalar field S and the vec- 
tor field V in a finite nucleus as a function of the distance 
from the origin. In realistic calculations these potentials are 
not completely flat in the nuclear interior, but show small 
quantum fluctuations. 

the large masses of the u- and the w-meson the range of these forces is very small. It is therefore easy to 

understand, that there is not much difference between relativistic Hartree and relativistic Hartree-Fock 

calculations, if in both cases the parameters are adjusted to the experiment independently. We therefore 

concentrate in the following mostly on relativistic Hartree calculations in the no-sea approximation. 

2.3 General Properties of RMF Theory 

Before showing results of the relativistic calculations let us discuss qualitatively the properties of the 

RMF equations and there solutions. 

One of the essential differences between a non-relativistic single particle equation of the shell model 

and the relativistic Dirac equation (36) in nuclear physics is the fact, that the relativistic equation 

contains from the beginning two potentials V and S, which have a very different behavior under Lorentz 

transformation. 

In Fig. 2.1 we show the qualitative structure of these fields for a finite nucleus. It turns out, that the 

masses of the o- and the w-meson are quite large (a 500 and 780 MeV). For a qualitative discussion 

we can thus neglect the Laplace operator A in the field equations (37) and (38). We then find, as in 

infinite nuclear matter, that the fields u and w. are proportional to the scalar and the vector density. In 

finite nuclei these fields assume more or less a Saxon-Woods shape, they vanish outside of the nucleus 

and they are more or less constant in the nuclear interior, namely S k: -400 MeV for the u-field and 

V x 350 MeV for the w-field. Thus the potential for the nucleons has a depth of V + S e -50 MeV 

while that for the anti-nucleons is very large, in the order of V - S k: 750 MeV. 

In the no-sea approximation we calculate the various densities and currents entering Eqs. (41) and (42) 
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FIG. 3. The same as Fig. 2 but for the results of calculations with
pairing included. The experimental data are taken from Ref. [16].

present in the calculations without pairing, are almost washed
out when pairing is taken into account. This is because pairing
modifies the occupation of different subshells (see, for exam-
ple, Fig. 5) and thus the evolution of the δ⟨r2⟩N,126 values with
neutron number becomes more gradual at these particle num-
bers. Second, the kink in the δ⟨r2⟩N,126 values at N = 126 still
exists because of the large shell closure at this particle number
which leads to the collapse of pairing. If (hypothetically)
pairing would survive at N = 126, then the kink would be less
pronounced. Third, the spreads and absolute magnitudes in
the predictions of the δ⟨r2⟩116,126 and δ⟨r2⟩134,126 values (the
values taken at the extremes of the plots presented in Figs. 2
and 3) are reduced when the pairing is taken into account.
These values are located in the ranges from −0.58 fm2 to
−0.48 fm2 (from −0.51 fm2 to −0.49 fm2) and from 0.86 fm2

to 1.12 fm2 (from 0.78 fm2 to 0.92 fm2) in the calculations
without (with) pairing, respectively. Fourth, the relative order
of the results obtained with different functionals in Figs. 2 and
3 at given neutron number is different in the calculations with
and without pairing. This is best illustrated by considering
the case of N = 134 and the sequence of functionals ordered
according to the increase of calculated δ⟨r2⟩N,126 values. The
sequences of functionals are DD-MEδ, DD-ME2, DD-PC1,
NL3*, and PC-PK1 in the calculations without pairing (see
Fig. 4) and DD-ME2, DD-PC1, NL3*, PC-PK1, and DD-MEδ
in the calculations with pairing (see Fig. 3).

To better understand these features we analyze the results
of the calculations presented in Figs. 4 and 5. The calculations
without pairing clearly show that the occupation of the ν1i11/2
subshell for N > 126 is needed for the formation of the exper-
imentally observed kink at N = 126 and that the occupation
of the ν2g9/2 subshell above N = 126 does not lead to the
formation of a kink at N = 126 (see Fig. 4). The inclusion
of pairing leads to a partial occupation of these two subshells
(see Fig. 5) and thus to δ⟨r2⟩N,126 values located in between
of those obtained in the calculations without pairing for the
occupation of these two subshells (see Fig. 4).

Figure 4 also illustrates that the sequential occupation of
a given subshell (either ν1i11/2 or ν2g9/2) above N = 126 in

116 118 120 122 124 126 128 130 132 134
Neutron  number  N

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

1.2

δ<
r2 >N

,1
26

  [
fm

2 ]

no pairing, only even-even nuclei with N≤126
no pairing, only 1i11/2 states occupied
no pairing, only 2g9/2 states occupied
RHB, only even-even nuclei

1i 11
/2

2g 9/2

NL3*

FIG. 4. The δ⟨r2⟩N,126 values of Pb isotopes relatively to 208Pb
obtained in calculations without pairing with the NL3* CEDF (see
text for details). The results of RHB calculations with pairing for
even-even nuclei are presented for comparison.

odd-A and even-even nuclei leads to δ⟨r2⟩N,126 values that
form a straight line as a function of neutron number. Thus,
with this occupation pattern, the OES of charge radii cannot
be formed in the calculations without pairing. However, as
discussed in detail in Ref. [16] the scattering of the occupation
of the orbitals in these subshells will lead to the formation of
an OES in the charge radii which has a magnitude comparable
to experiment.

Figure 5 allows us to better understand the role of pairing
and the impact of the underlying single-particle structure on
the magnitude of the kink in the charge radii at N = 126.
This figure focuses on the occupation pattern and the relative
energies of the neutron 2g9/2 and 1i11/2 orbitals located above
N = 126. Other states (such as 3d5/2, 4s1/2, 2g7/2 etc) do not
play a significant role in the creation of the kink since they
are separated by a large energy gap from the pair of the states
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FIG. 5. (a) The evolution of occupation probabilities v2/(2 j +
1) of the neutron 2g9/2 and 1i11/2 orbitals as a function of neutron
number in the N > 126 nuclei. (b) The evolution of the energies of
these single-particle states as a function of neutron number.
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nuclear matter to that of the Gogny force D1S [49] under the
condition that f = 1.0. The particle number dependence of
the scaling factor f of the pairing force is taken from Ref. [3].

The proton quadrupole deformation β2 is defined from
proton quadrupole moment Q20 as

β2 =
√

5π Q20

3ZR2
0

, (3)

where

Q20 =
∫

d3rρ(r) (2z2 − r2
⊥), (4)

with r2
⊥ = x2 + y2. Here R0 = 1.2A1/3 and ρ(r) stands for

proton density. Equation (3) is used also in the extraction of
experimental β2 deformation parameters from measured data
[50]. This justifies its application despite the fact that this
simple linear expression ignores the contributions of higher
power/multipolarity deformations to the proton quadrupole
moment. Including higher powers of β2, as in Ref. [51], yields
values of β2 that are ≈10% lower.

III. CHARGE RADII AND RELATED INDICATORS

The charge radii were calculated from the corresponding
point proton radii as

rch =
√

⟨r2⟩p + 0.64 fm, (5)

where ⟨r2⟩p stands for proton mean-square point radius and
the factor 0.64 accounts for the finite-size effects of the proton.
Here we have neglected the small contributions to the charge
radius originating from the electric neutron form factor and
the electromagnetic spin-orbit coupling [52,53] as well as the
corrections due to the center of mass motion. Note that the
functional DD-PC1 [44] has been adjusted only to nuclear
binding energies.

In addition, two differential indicators are commonly used
to facilitate the quantitative comparison of the experimental
results with those from theoretical calculations. One of them
is the differential mean-square charge radius4

δ⟨r2⟩N,N ′

p = ⟨r2⟩p(N ) − ⟨r2⟩p(N ′)

= r2
ch(N ) − r2

ch(N ′), (6)

where N ′ is the neutron number of the reference nucleus.
Another is the three-point indicator

%⟨r2⟩(3)(N ) = 1
2 [⟨r2(N − 1)⟩ + ⟨r2(N + 1)⟩ − 2⟨r2(N )⟩]

= 1
2

[
r2

ch(N − 1) + r2
ch(N + 1) − 2r2

ch(N )
]
, (7)

which quantifies OES in charge radii.
In addition, the neutron skin thickness is commonly de-

fined as the difference of proton and neutron rms radii

rskin =
〈
r2

n

〉1/2 −
〈
r2

p

〉1/2
. (8)

4This quantity is frequently written as a function of mass number
A. However, we prefer to define it as a function of neutron number
N since this allows us to see the behavior of the δ⟨r2⟩N,N ′

p curves at
neutron shell closures.

The neutron skin thickness is an important indicator of isovec-
tor properties.

IV. THE PB ISOTOPES: FROM UNPAIRED
TO PAIRED RESULTS

For a better understanding of the physical features which
affect the description of charge radii it is very illustrative
to start from the analysis of the results of the calculations
performed without pairing but with different CEDFs repre-
senting the major classes of the CDFT models. They provide
comparable global descriptions of the ground-state properties
[3,48,54] but reveal visible differences in the single-particle
properties (see, for example, Fig. 1). The addition of pairing
will reveal how it affects the detailed properties of differential
charge radii.

The experimental absolute value of the charge radius of the
nucleus 208Pb is well described by the employed functionals
(see Table I), but there exist some uncertainties in the pre-
diction of the neutron skin in the model calculations and in
its experimental measurements. One can see that non-PREX5

experiments provide neutron skins which are by ≈0.09 fm
smaller than the one obtained in the PREX-II experiment.

The δ⟨r2⟩N,126 values of the Pb isotopes obtained with
various CEDFs in calculations without pairing are shown in
Fig. 2. One can see that the slope of this function (namely,
the derivative δ⟨r2⟩N,126/δN) changes at N = 120, N = 124,
and N = 126 in all functionals. The changes in the slope of
δ⟨r2⟩N,126 as a function of N are traced back to the changes in
the occupation of different spherical neutron subshells. The
sequence of the occupation of different spherical subshells
with increasing neutron number is the same for all function-
als (see Figs. 2 and 1). The ν2 f5/2 subshell is occupied for
neutron numbers N = 115–120.6 For higher neutron numbers
N = 121–124, the ν3p3/2 subshell gradually fills up with
increasing neutron number. This change of the occupation

5Different types of non-PREX experiments are discussed in
Refs. [55,56] and references quoted therein. Note that the experi-
mental data on the neutron skin are extracted in a model-dependent
way in all these experiments. For instance, the neutron skin thick-
nesses rskin = 0.161 ± 0.042 fm [57] and rskin = 0.190 ± 0.028 fm
[58] obtained from the energy of the anti-analog giant dipole reso-
nance rely on relativistic proton-neutron quasiparticle random-phase
approximation calculations based on the RHB model. Another ex-
ample is the value of the neutron skin thickness of rskin = 0.15 ±
0.03(stat)+0.01

−0.03(sys) fm extracted from coherent pion photoproduc-
tion cross sections [59]. In this case the extraction of information
on the nucleon density distribution depends on the comparison of
the measured (γ , π 0) cross sections with model calculations. On
the contrary, the electroweak probe (PREX types of experiment) has
the advantage over experiments using hadronic probes that it allows
a nearly model-independent extraction of the neutron radius that is
independent of most strong interaction uncertainties [60].

6In the calculations without pairing, the occupation of either an odd
neutron (in odd-A nuclei) or a pair of neutrons (in even-even nuclei)
from the same spherical subshell leads to the same slope of the
δ⟨r2⟩N,126 function. Thus, for simplicity we consider only even-even
nuclei in this part of the discussion.
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mensionless coupling constants is natural if their absolute
values are of the order of unity. The interesting point that
was noted is that, for the interaction which contained the
linear isovector-scalar term, nine out of ten QCD-scaled cou-
pling constants were natural, whereas that of the isovector-
scalar term was very small and therefore unnatural. All these
results indicate that the present data on isovector properties
do not constrain the isovector-scalar channel, and therefore
we choose not to include the !-meson in our model.
One of the advantages of using the relativistic framework

lies in the fact that the effective single-nucleon spin-orbit
potential arises naturally from the Dirac-Lorentz structure of
the effective Lagrangian. The single-nucleon Hamiltonian
does not contain any adjustable parameter for the spin-orbit
interaction. In Table IV we compare the energy spacings of
spin-orbit partners in the doubly closed-shell nuclei 16O,
40Ca, 48Ca, 132Sn, and 208Pb, with the values calculated
with the DD-ME1 interaction and with the prediction of the
standard NL3 nonlinear interaction. The experimental data
are from Ref. "46#. We notice that, even though the values
calculated with NL3 are already in very good agreement with
experimental data, a further improvement is obtained with
the DD-ME1 interaction, especially for the lighter nuclei
16O, 40Ca, and 48Ca.

IV. GROUND STATES OF THE Sn AND Pb ISOTOPES

In Ref. "6# we have applied the relativistic Hartree-
Bogoliubov $RHB% model in a detailed analysis of ground-
state properties of Ni and Sn isotopes. The NL3 parameter
set "10# was used for the effective mean-field Lagrangian,
and pairing correlations were described by the pairing part of
the finite range Gogny interaction D1S "36#. Fully self-
consistent RHB solutions were calculated for the isotopic
chains of Ni (28&N&50) and Sn (50&N&82). Binding
energies, neutron separation energies, and proton and neutron

rms radii were compared with experimental data. The reduc-
tion of the spin-orbit potential with the increase of the num-
ber of neutrons was studied, and the resulting energy spac-
ings between spin-orbit partners were discussed, as well as
pairing properties calculated with a finite range effective in-
teraction in the pp channel.
In this section we test the new density-dependent meson-

exchange effective force DD-ME1 in comparison with the
nonlinear interaction NL3. The RHB model is used to calcu-
late ground-state properties of Sn and Pb isotopes. Both NL3
and DD-ME1 mean-field Lagrangians are employed for the
ph-channel, and the pairing part of the Gogny interaction
D1S is used in the pp-channel. This pairing interaction is a
sum of two Gaussians with finite range and properly chosen
spin and isospin dependence. The Gogny force has been very
carefully adjusted to the pairing properties of finite nuclei all
over the periodic table. Its basic advantage is the finite range,
which automatically guarantees a proper cut-off in momen-
tum space. By comparing results of fully self-consistent
RHB calculations with experimental data, we will show that
the new effective interaction DD-ME1 provides an excellent
description of ground-state properties and, as compared with
NL3, the isovector channel is considerably improved.
In Fig. 5 we plot the deviations of the theoretical masses

of Sn isotopes, calculated in the RHB model with the DD-
ME1 and NL3 interactions, from the empirical values "47#.
Both interactions display very good results over the entire
major shell 50&N&82. For the new interaction DD-ME1, in
particular, only in few cases the absolute deviation of the
calculated mass exceeds 0.1%.
The isotopic dependence of the difference between the

theoretical and experimental charge radii "48# of Sn nuclei is
displayed in Fig. 6. The charge radii calculated with both
DD-ME1 and NL3 interactions are systematically smaller
than the experimental values. The new density-dependent
force, however, reduces the deviations from the experimental

TABLE IV. Energy separation $in MeV% between spin-orbit
partner states in doubly closed-shell nuclei, calculated with the DD-
ME1 and NL3 interactions, and compared with experimental data
"46#.

DD-ME1 NL3 Exp.
16O '1p 6.316 6.482 6.18

(1p 6.249 6.404 6.32
40Ca '1d 6.567 6.716 6.00

(1d 6.507 6.630 6.00
48Ca '1 f 7.689 7.542 8.38

'2d 1.723 0.888 2.02
132Sn '2d 1.883 1.573 1.65

(1g 6.244 6.230 6.08
(2d 1.822 1.584 1.75

208Pb '2 f 2.197 1.860 1.77
'1i 6.839 6.813 5.84
'3p 0.878 0.802 0.90
(2d 1.647 1.525 1.33
(1h 5.837 5.809 5.56

FIG. 5. The deviations $in percent% of the theoretical masses of
Sn isotopes, calculated in the RHB model with the DD-ME1 and
NL3 interactions, from the empirical values "47#. The pairing part
of the Gogny interaction D1S has been used in the pp channel of
the RHB model.
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radii by a factor !2. The parameters of DD-ME1 have been
adjusted to the charge radii of 112,116,124Sn, and the absolute
deviations for these nuclei can be compared in Table II.
The calculated differences between radii of neutron and

proton ground-state distributions of Sn nuclei are shown in
Fig. 7. The nonlinear interaction NL3 systematically predicts
larger values of rn!rp . This effect is even more pronounced
for the older parameter set NL1 "49#. The difference between
the values calculated with NL3 and DD-ME1 increases with
the number of neutrons to about 0.1 fm at N"82, but then it
remains practically constant for N#82. The calculated val-
ues of rn!rp are compared with experimental data "50# in
Fig. 8. While both interactions reproduce the isotopic trend
of the experimental data, NL3 obviously overestimates the
neutron skin. The values calculated with DD-ME1, on the
other hand, are in excellent agreement with the experimental
data. This result presents a strong indication that the isovec-

tor channel of the effective interaction DD-ME1 is correctly
parametrized.
In Refs. "5,6# it has been shown that the relativistic mean-

field framework predicts a strong reduction of the magnitude
of the spin-orbit term in the effective single nucleon potential
of nuclei with extreme isospin values. Starting from Tz"0
nuclei, and increasing the number of neutrons or protons, the
effective spin-orbit interaction becomes weaker and this re-
sults in a reduction of the energy spacings for spin-orbit part-
ners. The spin-orbit potential originates from the addition of
two large fields: the field of the vector mesons $short range
repulsion% and the scalar field of the sigma meson $interme-
diate attraction%. In the first order approximation, and assum-
ing spherical symmetry, the spin orbit term can be written as

Vs .o ."
1
r

&

&r Vls$r %, $31%

where Vls is the spin-orbit potential

Vls"
m
mef f

$V!S %. $32%

V and S denote the repulsive vector and the attractive scalar
potentials, respectively. mef f is the effective mass

mef f"m! 1
2 $V!S %. $33%

On the neutron-rich side the magnitude of the spin-orbit term
Vs .o . decreases as we add more neutrons, i.e., more units of
isospin. This is reflected in the energy spacings between the
neutron spin-orbit partner states

'Els"En ,l , j"l!1/2!En ,l , j"l$1/2 . $34%

In Fig. 9 we plot the energy spacings between neutron spin-
orbit partners in Sn isotopes, calculated in the RHB model
with the DD-ME1 and NL3 effective interactions. The cal-

FIG. 6. The deviations $in percent% of the theoretical charge
radii of Sn isotopes, calculated in the RHB model with the DD-
ME1 and NL3 interactions, from the experimental values "48#.

FIG. 7. Differences between neutron and proton radii of ground-
state distributions of Sn isotopes, calculated with the DD-ME1 and
NL3 effective interactions.

FIG. 8. DD-ME1 and NL3 predictions for the differences be-
tween neutron and proton rms radii of Sn isotopes, compared with
experimental data from Ref. "50#.
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culated isotopic dependence is almost identical. Both inter-
actions predict a reduction of the energy spacings between
spin-orbit partners of !50% in the interval 100"A"150.
In order to test the DD-ME1 effective interaction in the

region of heavy nuclei, we have calculated the Pb isotopes
with 196"A"214. In Fig. 10 we display the deviations of
the RHB theoretical masses of Pb isotopes from the empiri-
cal values #47$. The accuracy of the binding energies calcu-
lated with DD-ME1 is comparable to that obtained with the
NL3 interaction. However, in contrast to the case of Sn iso-
topes, the DD-ME1 interaction systematically gives more
binding as compared with NL3, especially for A!208.

Due to the intrinsic isospin dependence of the effective
single-nucleon spin-orbit potential, the relativistic mean-field
models naturally reproduce the anomalous charge isotope
shifts #51$. The well known example of the anomalous kink
in the isotope shifts of Pb isotopes is shown in Fig. 11. The
results of RHB calculations with the DD-ME1 and NL3 ef-
fective interactions, and with the Gogny D1S interaction in
the pairing channel, are compared with experimental data
from Ref. #52$. Both interactions reproduce the general trend
of isotope shifts and the kink at 208Pb. The effect is, how-
ever, too strong with NL3. The experimental data are better
described by the DD-ME1 interaction.
Finally, in Fig. 12 we display the differences between

radii of neutron and proton ground-state distributions of Pb
isotopes, calculated with the DD-ME1 and NL3 effective

FIG. 9. Energy spacings between neutron spin-orbit partner
states in Sn isotopes, calculated in the RHB model with the DD-
ME1 and NL3 effective interactions.

FIG. 10. The deviations %in percent& of the theoretical masses of
Pb isotopes, calculated in the RHB model with the DD-ME1 and
NL3 interactions, from the empirical values #47$.

FIG. 11. Charge isotope shifts in even-A Pb isotopes. The results
of RHB calculations with the DD-ME1 and NL3 effective interac-
tions, and with the Gogny D1S interaction in the pairing channel,
are compared with experimental data from Ref. #52$.

FIG. 12. Differences between neutron and proton radii of
ground-state distributions of Pb isotopes, calculated with the DD-
ME1 and NL3 effective interactions.
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Pairing - inclusion of pp correlations

34 Introduction

ν ε

1
ν V2

λ

(a)

(b)

Figure 1.4.4 (a) Independent (dashed line) and BCS occupation numbers; (b)
ground state and excited states in the extreme single-particle model and in the
pairing-correlated, superfluid model in the case of a system with an odd number
of particles. In the first case, the energy of the ground state of the odd system dif-
fers from that of the even with one particle fewer by the energy di↵erence ✏⌫ � ✏⌫0
while in the second case by the energy E⌫ =

p
(✏⌫ � �)2 + �2 ⇡ �, associated

with the fact the odd particle has no partner. Excited states can be obtained in the
independent particle case, where it is assumed that levels are two-fold degener-
ate (Kramers degeneracy) by promoting the odd particle to states above the level
✏⌫, or one particle to states above ⌫0 (arrows). To the left only a selected number
of these excitations are shown. In the superfluid case excited states can be ob-
tained by breaking of pairs in any orbit. The associated quasiparticle energy is
drawn also here by an arrow of which the thin part indicates the contribution of
the pairing gap and the thick part indicates the kinetic energy contribution, i.e.
the contribution arising from the single-particle motion. Note the very di↵erent
density of levels emerging from these two pictures, which are shown at the far
right of the figure (after Nathan and Nilsson (1965)).

lie in a plane perpendicular to it, namely

�0†a⌦ =
X

j

Aa
j

X

⌦0

D
2
⌦⌦0(!)a†a j⌦0 , (1.4.6)

118 3 Nuclear Structure Theory

Fig. 3.4 The neutron separation energies of Sn isotopes as a function of mass number A. The
separation energy is obtained by a difference of binding energies (3.62) between neighboring Sn
isotopes. Since the even isotope gets an extra binding energy ∆ in Eq. (3.61), the separation energy
is larger than that of the odd isotope as seen in the figure. A sudden drop of Sn at A = 132 is due
to the closure shell effect at N=82

δB =

⎧
⎨

⎩

∆ Z even N even
0 A odd

−∆ Z odd N odd
, (3.61)

where ∆ = aP/
√
A with aP = 12 MeV. The term ∆ is often called the pairing gap

energy due to the pairing effect in nuclei and creates an odd-even staggering in the
binding energies of isotopes and isotones. To see this staggering in the experimental
data, the separation energy of one neutron from the nucleus is shown in Fig. 3.4.

The one neutron separation energy is defined as a difference of binding energies
between two neighboring isotopes

Sn(A = N + Z) = B(N , Z) − B(N − 1, Z). (3.62)

In Fig. 3.4, the separation energies are plotted as a function of mass number for Sn
isotopes. One can see a clear staggering effect in the separation energies which shows
larger values for even-Sn isotopes than those of neighbouring odd-Sn isotopes. The
pairing gap index ∆ is equally expressed by a difference of Sn between neighboring
isotopes

∆ = (−1)(A+1) 1
2
(Sn(A + 1) − Sn(A))

= (−1)(A+1) 1
2
(B(N + 1, Z) − 2B(N , Z)+ B(N − 1, Z)). (3.63)

1.The energy difference between the ground and the first excited states 
in even-even nuclei is significantly larger than that of even-odd 
nuclei. For example, a typical energy difference between the first 
excited and the ground states is more than 1 MeV in even Sn isotopes, 
while there are many states below a few hundreds keV in odd Sn 
isotopes.  

2.The moment of inertia of deformed rare-earth nuclei is typically one 
half of the rigid rotor one because of the superfluidity.  

3.The so-called pairing energy gap manifests itself in the mass 
staggering between even and odd mass nuclei over wide regions of 
the mass table. 
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• To take into account the pairing correlations on top of the mean field HF model, the BCS or HF+Bogolyubov model 
are often introduced. 

• The basic novelty is to introduce a new type of fermions, the “quasi-particles”. The simplicity of single-particle 
models is preserved.  

• However, the ground state is no longer a single-Slater determinant, but will be defined as the so-called BCS 
vacuum (it does not have a definite number of physical particles) 
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Bogolyubov  
transformation 

3.6 Energy Density Functionals (EDF) 119

In Sn isotopes, the pairing gap is determined empirically to be ∆ ∼ 1 MeV.
To take into account the pairing correlations on top of the mean field HF model,

the BCS or HF+Bogolyubov model are often introduced [13]. These methods do
not provide an exact solution of the eigenvalue problem, but are adopted to be a
useful tool based on the variational principle. The basic novelty is to introduce a new
type of fermions, the “quasi-particles”. The concept of quasi-particle is a general
concept in many-body physics. By introducing quasi particles, the simplicity of
single-particle models is preserved. However, the ground state is no longer a single-
Slater determinant, but will be defined as the so-called BCS vacuum in Eqs. (3.68)
and (3.69), which does not have a definite number of physical particles. The quasi-
particle α†

k(αk) is defined by the following Bogolyubov transformation,

α†
k = uka

†
k − vkak,

αk = vka
†
k + ukak, (3.64)

where a†k and ak are the creation and the annihilation operators of bare particles
defined in Sect. 3.5.1, respectively, and k stands for the angular momentum and its
projection k ≡ ( j,m). For each state k > 0 ( j,m > 0), the conjugate state k can be
given by the time-reversed state

a†
k

≡ a†
jm

= (−1) j+ma†j−m, (3.65)

which corresponds to a creation operator of a nucleon with the same j , but its pro-
jection has the opposite sign. The coefficients uk and vk in Eq. (3.64) are variational
parameters with the meaning of the unoccupation and the occupation amplitudes,
respectively. They satisfy the normalization condition

|uk |2 + |vk |2 = 1. (3.66)

The quasi-particle operators satisfy the anti-commutation relation as

{αk,α
†
k ′} = αkα

†
k ′ + α†

k ′αk = δk,k ′ . (3.67)

The quasi-particle vacuum |BCS⟩ is defined by

αk |BCS⟩ = 0. (3.68)

The ground state of themany-bodywave function is represented by the quasi-particle
vacuum state as

|BCS⟩ =
∏

k

αk |0⟩, (3.69)

where |0⟩ is the HF vacuum state defined by ak |0⟩ = 0 where k represents all single-
particle states. The BCS state is rewritten to be
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|BCS⟩ =
∏

k>0

(uk + vka
†
k a

†
k
)|0⟩. (3.70)

It is clearly seen in Eq. (3.70) that the particle number conservation is badly violated
with respect to the HF vacuum.

Problem

3.4 Derive the BCS vacuum state (3.70) from Eq. (3.69).

We take the many-body Hamiltonian

H =
∑

k1,k2

tk1k2a
†
k1ak2 +

1
4

∑

k1,k2,k3,k4

Vk1k2k3k4a
†
k1a

†
k2ak4ak3, (3.71)

where tk1k2 and Vk1k2k3k4 are the matrix elements of kinetic energy and the two-body
interaction, respectively. The parameters vk and uk in the BCS vacuum (3.70) are
determined by a variation of the energy with respect to vk ,

⟨BCS|H |BCS⟩, (3.72)

under the subsidiary condition for the particle number conservation,

⟨BCS|N̂ |BCS⟩ =
∑

k

v2k = 2
∑

k>0

v2k = N , (3.73)

where N̂ is the number operator N̂ = ∑
k a

†
k ak . Since the BCS vacuum (3.70) does

not hold the particle number conservation, the constraint (3.73) for the average par-
ticle number is needed in nuclear system with mass N = (100 ∼ 200). For metallic
superconductor, the number of electrons is of the order of the Avogadro number
∼ 6 × 1023 or more, so that the particle number fluctuation of the BCS vacuum is
not an issue to be taken care of. The subsidiary condition for the particle number
conservation can be implemented by the variational Hamiltonian,

H ′ = H − λN̂ , (3.74)

where the Lagrange multiplier λ is fixed by the condition (3.73). The expectation
value of the variational Hamiltonian H ′ for the BCS vacuum reads

⟨BCS|H ′|BCS⟩ =
∑

k

(tkk − λ)v2k +
1
2

∑

k,k ′
Vkk ′kk ′v2kvk ′2 +

∑

k,k ′>0

Vkkk ′k
′ukvkuk ′vk ′ .

(3.75)
The variation is taken for the constrained Hamiltonian H ′ ≡ H − λN̂ with respect
to vk :
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δ⟨BCS|H ′|BCS⟩ = 0 ⇒
(

∂

∂vk
+ ∂uk

∂vk

∂

∂uk

)
⟨BCS|H ′|BCS⟩ = 0. (3.76)

The variation of vk (3.76) turns out to be

2εkukvk + ∆k(v
2
k − u2k) = 0 for k > 0, (3.77)

where the single-particle energy εk reads

εk =
1
2

{

tkk + tkk +
∑

k ′
(Vkk ′kk ′ + Vkk ′kk ′)v2k ′

}

− λ, (3.78)

and the gap parameter ∆k is defined by

∆k = −
∑

k ′>0

Vkkk ′k
′uk ′vk ′ . (3.79)

The BCS equation (3.77) gives relations between the gap parameter ∆k and vk , and
also between ∆k and uk . The vk and uk are eventually determined with the use of the
condition (3.66) to be

v2k = 1
2

⎛

⎝1 − εk − λ
√
(εk − λ)2 + ∆2

k)

⎞

⎠ , (3.80)

u2k =
1
2

⎛

⎝1+ εk − λ
√
(εk − λ)2 + ∆2

k)

⎞

⎠ . (3.81)

The gap parameter ∆k can be expressed in a self-consistent way as

∆k = −1
2

∑

k ′>0

Vkkk ′k ′
∆k ′

√
εk ′ + ∆2

k ′

. (3.82)

Problem

3.5 Derive the gap equation (3.77) from the variational equation (3.76).

Problem

3.6 Obtain the BCS parameters vk and uk of Eqs. (3.80) and (3.81) by using the
normalization condition (3.66).

In the BCS model, the radial wave function is the same for both the bare and
quasi-particle wave functions since the quasi-particle transformation involves only
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How to reconcile LDM and single-particle description?
The most important correlation effects in nuclear structure stem from large-amplitude collective motion. Low-lying 
excited states are mixed into the calculated mean-field ground state which can be treated by configuration mixing, 
i.e., superposition of several mean-field states. 

Given a family of N-body wave functions depending on a collective variable q

the procedure is still justified for correlations associated
with low- or zero-energy states. These are strongly vary-
ing with shell effects and cannot be hidden in a smooth
energy functional. Moreover they can be derived from a
quasistatic sequence of mean-field states in the spirit of a
Born-Oppenheimer approach. All considerations below
belong to that class. The correlations from highly excited
states, such as giant resonances, are in the dangerous
regime of double counting. The problem is even worse
for the short-range correlations.

A. Configuration mixing

1. Generator coordinate method

As has often been emphasized, collective and single-
particle nuclear dynamics are intimately associated. The
generator coordinate method was one of the first at-
tempts to incorporate both seemingly contrary aspects
into one single coherent quantum-mechanical formula-
tion (Hill and Wheeler, 1953; Griffin and Wheeler,
1957). Early nuclear applications are found, for instance,
in the work of Jancovici and Schiff (1964), Brink and
Weiguny (1968), and Wong (1975). A review is given by
Reinhard and Goeke (1987). The generator coordinate
method has many attractive features. It is, formally at
least, a simple and flexible variational method which ex-
tends the configuration-mixing formalism to the case of
a continuous collective variable. In principle, it can ad-
dress a wide range of collective phenomena. It accounts
for long-range ground-state correlations and provides
both excitation spectra and transition matrix elements to
be compared with data. Moreover, all projection meth-
ods designed to restore broken symmetries are simply
special forms of the generator coordinate method in
which the weight functions are known a priori. The gen-
erator coordinate method has improved our understand-
ing of the connection between phenomenological mod-
els of collective motion and microscopic descriptions
such as Hartree-Fock (HF) or HF!BCS.

a. Review of the formalism

Given a family of N-body wave functions !!(q)", de-
pending on a collective variable q , the generator coor-
dinate method (GCM) determines approximate eigen-
states (hereafter called GCM states) of the Hamiltonian
Ĥ , having the form

!#k""" dq!!$q %"fk$q %. (73)

The weight functions fk (where k is the index of the
eigenstate of the Hamiltonian Ĥ) are found by requiring
that the expectation value Ek ,

Ek"
&#k!Ĥ!#k"

&#k!#k"
, (74)

be stationary with respect to an arbitrary variation 'fk .
This prescription leads to the Hill-Wheeler integral
equation (Hill and Wheeler, 1953),

" dq!(H$q ,q!%#EkI$q ,q!%)fk$q!%"0, (75)

in which the Hamiltonian kernel H and the overlap ker-
nel I are defined as

H$q ,q!%"&!$q %!Ĥ!!$q!%",

I$q ,q!%"&!$q %!!$q!%". (76)

In the same way, for any operator Ô , we define the ker-
nel O by

O$q ,q!%"&!$q %!Ô!!$q!%". (77)

Since the weight functions fk are not orthonormal, they
cannot be interpreted as collective wave functions for
the variable q . This role is assigned to the orthonormal
set of functions gk related to the fk’s by the integral
transform

gk$q %"" dq!I 1/2$q ,q!% fk$q!%, (78)

where I 1/2(q ,q!) is the Hermitean square root of the
norm operator (see, for example, Reinhard and Goeke,
1987), and the matrix element of any operator Ô be-
tween two GCM states can be expressed in terms of the
gk’s as

&#k!Ô!# l""" " dqdq!gk*$q %Õ$q ,q!%gl$q!%, (79)

with

Õ$q ,q!%"" " dq"dq*I 1/2$q ,q"%

$O$q",q*%I 1/2$q*,q!%. (80)

In particular, the GCM energies Ek and functions gk are
the eigenvalues and eigenvectors of the Hermitian inte-
gral operator with kernel H̃,

" dq!H̃$q ,q!%gk$q!%"Ekgk$q %. (81)

This is the starting point of the most commonly used
method for solving the Hill-Wheeler equation.

In practical applications of the generator coordinate
method, the family of states !!(q)" is known for only a
discrete set of values +qi,, and Eqs. (73)–(81) transform
into a discrete approximation to the GCM, where ker-
nels become matrices and the integral equation a matrix
equation.

b. Conservation of the nucleon numbers

Since the inclusion of pairing correlations is essential
for a realistic description of heavy nuclei, BCS or HFB
states appear as a natural choice for the GCM basis.
However, such states are not eigenvectors of the nucleon
number operators and have only expectation values of
the operators N̂ and Ẑ equal to the neutron number N0
and the proton number Z0 . As a consequence, the solu-
tions !#k" of the Hill-Wheeler equation (75) built from
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tions !#k" of the Hill-Wheeler equation (75) built from
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Hill-Wheeler equation

This embraces nuclear surface vibrations related to low-lying excitation spectra and zero-energy modes 
(translation, rotation, etc.) related to the restoration of symmetries broken by the mean-field ground state. 

Generator 
Coordinate 

Method
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Restoration of symmetries

of particle numbers, including adjacent nuclei. One op-
timizes, of course, the content of correct particle number
by choosing !"!N̂!"#!N and !"!Ẑ!"#!Z at least on
the average, but with a nonzero dispersion !"!N̂2!"#
"N2#0. It is obviously an improvement to perform the
variation of the projected HFB wave function. Such a
calculation is called a variation after projection (VAP)
calculation. See, for example, Egido and Ring (1982a,
1982b) and Sheikh and Ring (2000) for the general for-
malism and Anguiano et al. (2001b) for a recent applica-
tion using the Gogny force. This distinction between
PAV and VAP applies to any symmetry restoration dis-
cussed in this subsection.

The need for VAP is obvious in several practical ap-
plications where continuous trends with collective pa-
rameters are studied. Fast rotating nuclei are a clear ex-
ample of the weakness of a mean-field description.
Rotation tends to align the spin of the nucleons along
the rotation axis and therefore to decrease the pairing
correlations which favor pairs of nucleons with opposite
spins (see, for example, de Voigt et al., 1983; Szymanski,
1983; Casten, 1990). For a given angular frequency, the
pairing breaks down, generating a sudden phase transi-
tion and sharp peaks in the the moment of inertia in-
compatible with the data. These sudden transitions are a
particular feature of mean-field models, but are unreal-
istic in finite systems. To cure this deficiency while re-
taining the quality and the simplicity of a mean-field de-
scription, the best approach is VAP on correct particle
number (Ring and Schuck, 1980; Anguiano et al.,
2001b).

c. The Lipkin-Nogami prescription

Full projection is difficult, the more so if used in con-
nection with VAP. Thus one often employs approximate
schemes for particle-number projection. A widely used
scheme is the Lipkin-Nogami approach (Lipkin, 1960,
1961; Nogami, 1964; Pradhan et al., 1973). The associ-
ated equations have been tested to provide a good nu-
merical approximation of the VAP in situations where
both the HFB and the BCS equations predict a collapse
of the pairing correlations. [See the recent studies of
model systems without rotation (Dobaczewski and
Nazarewicz, 1992; Zheng et al., 1992) and with rotation
(Magierski et al., 1993), and the references cited
therein.]

The Lipkin-Nogami prescription amounts to modify-
ing the energy E by adding the second-order Kamlah
correction (Kamlah, 1968) to the energy,

E→E"$2!%N̂2# , (91)

where !%N̂2#!!N̂2#"!N̂#2. This Routhian has the same
form as if a constraint on the dispersion in particle num-
ber had been introduced. However, the coefficient $2 is
not a Lagrange multiplier, and one can show that it de-
pends on the wave function and the Hamiltonian:

$2!
ŠĤ&%N̂2"!%N̂2#'‹"!Ĥ%N̂#!%N̂3#/!%N̂2#

!%N̂4#"!%N̂2#2"!%N̂3#2/!%N̂2#
.

(92)

A consistent application of the Lipkin-Nogami prescrip-
tion in connection with SCMF methods requires us to
take the full effective interaction in the calculation of $2
(Bender, Rutz, et al., 2000b; Valor et al., 2000b). The
modification of the HFB equations associated with the
Lipkin-Nogami prescription is obtained by a restricted
variation of $2!%N̂2#, namely, $2 is not varied although
its value is calculated self-consistently using Eq. (92).
For a thorough discussion of the Lipkin-Nogami method
and other approximations to VAP see Flocard and On-
ishi (1997) and Balian et al. (1999).

2. Angular momentum projection

a. Principle of the method

Deformed mean-field states are not eigenstates of the
total angular momentum. An eigenstate with eigenvalue
J is obtained by projecting the mean-field wave function
!"#:

!( ,JM#!

)
K

gKP̂MK
J !"#

!)
K

!gK!2!"!P̂KK
J !"#

, (93)

where the projector is given by Ring and Schuck (1980):

P̂MK
J !

2J$1
8*2 " d+DMK

J* &+'R̂&+', (94)

where +,(- ,. ,/) are the Euler angles and R̂(+)
,ei- Ĵze i. Ĵye i/ Ĵz is the rotation operator.

Wave functions with good angular momentum and
particle numbers are obtained by restoration of symme-
try on !"(q)# :

!( ,JMq#!
1
N )

K
gK

J P̂MK
J P̂ZP̂N!"&q '#, (95)

where N is a normalization factor, P̂MK
J , P̂N , and P̂Z

are, respectively, projectors onto angular momentum J
with projection M along the laboratory z axis, neutron
number N , and proton number Z . The operator P̂MK

J is
not a projector in the mathematical sense (Ring and
Schuck, 1980). It extracts from an intrinsic wave func-
tion the component with a projection K along the intrin-
sic z axis of the nucleus. Since K is not a good quantum
number, all these components must be mixed and the
coefficients gK

J determined by a minimization of the en-
ergy.

Generalizing Eq. (76) to projected wave functions,
one can define kernels for a projected generator coordi-
nate calculation as

HJM&q ,q!'!!(JMq!Ĥ!(JMq!# ,

IJM&q ,q!'!!(JMq!(JMq!# . (96)

142 Bender, Heenen, and Reinhard: Self-consistent mean-field models

Rev. Mod. Phys., Vol. 75, No. 1, January 2003

of particle numbers, including adjacent nuclei. One op-
timizes, of course, the content of correct particle number
by choosing !"!N̂!"#!N and !"!Ẑ!"#!Z at least on
the average, but with a nonzero dispersion !"!N̂2!"#
"N2#0. It is obviously an improvement to perform the
variation of the projected HFB wave function. Such a
calculation is called a variation after projection (VAP)
calculation. See, for example, Egido and Ring (1982a,
1982b) and Sheikh and Ring (2000) for the general for-
malism and Anguiano et al. (2001b) for a recent applica-
tion using the Gogny force. This distinction between
PAV and VAP applies to any symmetry restoration dis-
cussed in this subsection.

The need for VAP is obvious in several practical ap-
plications where continuous trends with collective pa-
rameters are studied. Fast rotating nuclei are a clear ex-
ample of the weakness of a mean-field description.
Rotation tends to align the spin of the nucleons along
the rotation axis and therefore to decrease the pairing
correlations which favor pairs of nucleons with opposite
spins (see, for example, de Voigt et al., 1983; Szymanski,
1983; Casten, 1990). For a given angular frequency, the
pairing breaks down, generating a sudden phase transi-
tion and sharp peaks in the the moment of inertia in-
compatible with the data. These sudden transitions are a
particular feature of mean-field models, but are unreal-
istic in finite systems. To cure this deficiency while re-
taining the quality and the simplicity of a mean-field de-
scription, the best approach is VAP on correct particle
number (Ring and Schuck, 1980; Anguiano et al.,
2001b).

c. The Lipkin-Nogami prescription

Full projection is difficult, the more so if used in con-
nection with VAP. Thus one often employs approximate
schemes for particle-number projection. A widely used
scheme is the Lipkin-Nogami approach (Lipkin, 1960,
1961; Nogami, 1964; Pradhan et al., 1973). The associ-
ated equations have been tested to provide a good nu-
merical approximation of the VAP in situations where
both the HFB and the BCS equations predict a collapse
of the pairing correlations. [See the recent studies of
model systems without rotation (Dobaczewski and
Nazarewicz, 1992; Zheng et al., 1992) and with rotation
(Magierski et al., 1993), and the references cited
therein.]

The Lipkin-Nogami prescription amounts to modify-
ing the energy E by adding the second-order Kamlah
correction (Kamlah, 1968) to the energy,

E→E"$2!%N̂2# , (91)

where !%N̂2#!!N̂2#"!N̂#2. This Routhian has the same
form as if a constraint on the dispersion in particle num-
ber had been introduced. However, the coefficient $2 is
not a Lagrange multiplier, and one can show that it de-
pends on the wave function and the Hamiltonian:

$2!
ŠĤ&%N̂2"!%N̂2#'‹"!Ĥ%N̂#!%N̂3#/!%N̂2#

!%N̂4#"!%N̂2#2"!%N̂3#2/!%N̂2#
.

(92)

A consistent application of the Lipkin-Nogami prescrip-
tion in connection with SCMF methods requires us to
take the full effective interaction in the calculation of $2
(Bender, Rutz, et al., 2000b; Valor et al., 2000b). The
modification of the HFB equations associated with the
Lipkin-Nogami prescription is obtained by a restricted
variation of $2!%N̂2#, namely, $2 is not varied although
its value is calculated self-consistently using Eq. (92).
For a thorough discussion of the Lipkin-Nogami method
and other approximations to VAP see Flocard and On-
ishi (1997) and Balian et al. (1999).

2. Angular momentum projection

a. Principle of the method

Deformed mean-field states are not eigenstates of the
total angular momentum. An eigenstate with eigenvalue
J is obtained by projecting the mean-field wave function
!"#:

!( ,JM#!

)
K

gKP̂MK
J !"#

!)
K

!gK!2!"!P̂KK
J !"#

, (93)

where the projector is given by Ring and Schuck (1980):

P̂MK
J !

2J$1
8*2 " d+DMK

J* &+'R̂&+', (94)

where +,(- ,. ,/) are the Euler angles and R̂(+)
,ei- Ĵze i. Ĵye i/ Ĵz is the rotation operator.

Wave functions with good angular momentum and
particle numbers are obtained by restoration of symme-
try on !"(q)# :

!( ,JMq#!
1
N )

K
gK

J P̂MK
J P̂ZP̂N!"&q '#, (95)

where N is a normalization factor, P̂MK
J , P̂N , and P̂Z

are, respectively, projectors onto angular momentum J
with projection M along the laboratory z axis, neutron
number N , and proton number Z . The operator P̂MK

J is
not a projector in the mathematical sense (Ring and
Schuck, 1980). It extracts from an intrinsic wave func-
tion the component with a projection K along the intrin-
sic z axis of the nucleus. Since K is not a good quantum
number, all these components must be mixed and the
coefficients gK

J determined by a minimization of the en-
ergy.

Generalizing Eq. (76) to projected wave functions,
one can define kernels for a projected generator coordi-
nate calculation as

HJM&q ,q!'!!(JMq!Ĥ!(JMq!# ,

IJM&q ,q!'!!(JMq!(JMq!# . (96)
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Angular momentum projection Particle number projection

where G(x) is the normalized collective wave function,
i.e., !dx!G(x)!2!1. It is known that the collective po-
tential V(x) differs from the Hartree-Fock energy h0(x)
by a quantity called the zero-point-motion correction.
This should not be confused with trivial modifications of
the potential term arising from a change of variable in
the Schrödinger equation (87).

e. Relationship between the collective Schrödinger equation
and the Gaussian overlap approximation

In most derivations which attempt a connection be-
tween the generator coordinate method and a Schrö-
dinger equation, the Gaussian overlap approximation is
introduced as an intermediate step. This is not surprising
since, within the Gaussian overlap approximation, the
Hill-Wheeler equation (75) is formally equivalent to the
differential equation (87). A systematic study of this
equivalence for one-dimensional problems has been
made by Bonche et al. (1990a). More often, one intro-
duces instead some approximation schemes (Girod and
Gogny, 1976; Ring and Schuck, 1980; Reinhard and
Goeke, 1987) based on Taylor expansions of the kernels.
An alternative method based on the calculation of col-
lective masses to the cranking approximation (Girod
and Grammaticos, 1979) is frequently used to study the
collective dynamics on top of potential energy surfaces
calculated with the Gogny interaction (Girod et al.,
1989, 1992).

f. Extension of the generator coordinate method and the
Gaussian overlap approximation

There are several refinements of this straightforward
method. An appropriate treatment of dynamical fea-
tures (associated with collective mass) is achieved by an
extension to a two-parameter set of conjugate coordi-
nates (q,p). This allows the incorporation of a dynamical
linear response and cranking masses into the approxima-
tion framework (Goeke and Reinhard, 1980).

As we have seen in the previous section, the Gaussian
overlap approximation requires a collective coordinate
of Cartesian-type spanning the interval ("",#"). How-
ever, there are many collective coordinates with differ-
ent topology, such as the rotational angle which is de-
fined on a unit sphere. For such cases, one can improve
the performance of the approximation by properly
implementing the topology of the collective coordinate
into the model for the overlap (Reinhard, 1978; Gozdz
et al., 1985).

B. Symmetry restoration

Symmetries of the many-body state introduce rela-
tions between the single-particle wave functions, which
obviously cannot be represented by a single
independent-(quasi)particle state. A self-consistent
mean-field wave function necessarily breaks several
symmetries of the nuclear Hamiltonian. For example,
translationally invariant SCMF wave functions can be
constructed only from plane waves; a rotationally invari-

ant one must have spherical symmetry. As a conse-
quence, an SCMF solution is degenerate with respect to
the SCMF wave functions generated by the symmetry
operation that is broken. One must superpose all these
equivalent wave functions to restore the symmetry.
These symmetry modes are a special case of collective
motion. There is no restoring force for symmetry rea-
sons. Thus they are associated with zero excitation en-
ergy and large-amplitude motion. Practically, they can
be treated with the generator coordinate method, and
the actual details are much simpler than in the general
case because several features are determined by the
given symmetry.

1. Particle-number projection

a. General treatment
BCS (or HFB) states are not eigenstates of the

particle-number operator. They give the desired particle
numbers N and Z only on average due to the constraints
explained in Sec. I.B.2. Many-body states projected on
good particle numbers (i.e., eigenstates of the particle-
number operators Ẑ for protons and N̂ for neutrons)
can be obtained from BCS or Bogoliubov wave func-
tions with projection operators written as integrals over
gauge angles,

P̂N!
1

2# "
0

2#
d$Nei$N(N̂"N), (88)

where N stands here for the neutron number on which
one projects. A similar expression holds for proton num-
ber Z . Altogether, one obtains an eigenstate !%(N ,Z)&
of N̂ and Ẑ with N neutrons and Z protons by acting on
any wave function !'& which still spans a variety of par-
ticle numbers:

!%(N ,Z )&!P̂NP̂Z!'&. (89)

It can easily be checked that this operator extracts from
!'& a wave function with Z protons and N neutrons by
writing the expansion of !'& on a basis !%(N!,Z!)& of
wave functions with good neutron and proton numbers.

b. Variation before or after projection
Starting from an HFB wave function !'& with mixed

particle numbers, one can construct a wave function
with well-defined particle numbers by acting with P̂NP̂Z
and calculating the resulting energy:

Ek!
*%(N ,Z )!Ĥ!%(N ,Z )&

*%(N ,Z )!%(N ,Z )&
. (90)

This procedure is called a projection after variation
(PAV), since the HFB wave function is determined a
priori by the resolution of the HFB equations. This is
not satisfactory from a variational point of view because
the PAV solution optimizes the mean field for a spread
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BCS (or HFB) states are not eigenstates of the 
particle-number operator. They give the desired 
particle numbers N and Z only on average 

Deformed mean-field states are not eigenstates of the 
total angular momentum. An eigenstate with 
eigenvalue J is obtained by projecting the mean-field 
wave function

The main application of the generator coordinate method involves the restoration of broken symmetries. 
The family of the wave functions |φ(q)⟩ is generated by the symmetry operations: rotation in coordinate 
space for angular momentum, rotation in gauge space for particle number, or parity transformation (in 
which case, the mixing is discrete). In these cases, the generating function fk(q) is determined a priori by 
the properties of the symmetry operator. 
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Some recent theoretical results from DFT approaches

J.-P. EBRAN, E. KHAN, T. NIKŠIĆ, AND D. VRETENAR PHYSICAL REVIEW C 90, 054329 (2014)

introduces a local effective single-particle potential, such
that the exact ground-state density of the interacting system
of particles equals the ground-state density of the auxiliary
noninteracting system, expressed in terms of the lowest
occupied single-particle orbitals. The many-body dynamics
is represented by independent nucleons moving in local self-
consistent mean-field (SCMF) potentials that correspond to
the actual density and current distributions of a given nucleus.

A broad range of nuclear structure phenomena have been
analyzed using Skyrme, Gogny, and relativistic EDFs [14–20].
These global functionals present different realizations of a
universal nuclear EDF governed by the underlying theory
of strong interactions. With relatively small sets of global
parameters determined by empirical properties of nucleonic
matter and data on finite nuclei, structure models based on
Skyrme, Gogny, or relativistic functionals provide a consistent
description of a vast quantity of nuclear data. Even though
results for ground-state observables (e.g., binding energies
and charge radii) obtained with different functionals are rather
similar and of comparable agreement with data, calculated
quantities that are not directly observable can show marked
differences. One such quantity is the auxiliary local SCMF
potential. In Fig. 1 we plot the neutron single-particle levels
of 36Ar calculated with the Skyrme functional SLy4 [21], the
Gogny effective interaction D1S [22,23], and the relativistic
density functional DD-ME2 [24]. The levels are labeled by
the Nilsson quantum numbers and correspond to ground-state
SCMF solutions with the assumption of an axially symmetric
quadrupole deformation. Dotted lines denote the position of
the Fermi level. Even though all three functionals predict very
similar ground-state properties (cf. also Fig. 2) and, therefore,
similar ordering and density of levels close to the Fermi
surface, the depths of the corresponding SCMF potentials
are markedly different. The deepest potential corresponds to
the relativistic functional DD-ME2 (−82.4 MeV), whereas
the potential of the Skyrme functional SLy4 is fairly shallow
(−72.4 MeV). The position of the 1s state shows that the

FIG. 1. (Color online) Neutron single-particle levels of 36Ar that
correspond to the SCMF solutions calculated with the Skyrme
functional SLy4, the Gogny effective interaction D1S, and the
relativistic density functional DD-ME2. The levels are labeled by
the Nilsson quantum numbers, and dotted lines denote the position
of the Fermi level.

FIG. 2. (Color online) Self-consistent binding energy curves of
36Ar as functions of the quadrupole deformation parameter β2,
calculated with the functionals (a) SLy4, (b) D1S and (c) DD-
ME2. The insets display the corresponding intrinsic nucleon density
distributions in the reference frame defined by the principal axes of
the nucleus.

effective depth of the D1S potential lies between the ones of
DD-ME2 and SLy4. One finds the same picture for the proton
states except, of course, for the effect of Coulomb repulsion.

In Ref. [4] we found qualitatively the same difference for the
SCMF potentials of 20Ne calculated with SLy4 and DD-ME2.
Even though the SCMF potential is not an observable, a deeper
confining potential leads to a more pronounced localization of
the single nucleon wave functions and enhances the probability

054329-2

• Self-consistent binding 
energy curves of 36Ar as 
functions of the quadrupole 
deformation parameter β2, 
calculated with the functional 
DD- ME2.  

• The insets display the 
corresponding intrinsic 
nucleon density distributions 
in the reference frame 
defined by the principal axes 
of the nucleus. 

Ebran, Khan, Niksic, and Vretenar,  
Density functional theory studies of cluster states in nuclei 
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It’s time to introduce back the NN 
interaction in our models…

The nuclear many-body problem (vi)
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Ĥ| ni = En| niFor a system of A = N + Z particles
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V̂res
Mean-field Hamiltonian 

(Sum of single-particle Hamiltonians)

Residual interaction

Could it be simplified?
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Nucleon-nucleon potential: how to soften VNN?

• Probability at short distances suppressed, i.e. correlations 

• Short-distance structure ~ high momentum components

Sources of nonperturbative physics 
• Strong short-range repulsion (“hard core”) 
• Iterated tensor interaction 
• Near zero-energy bound states

Consequences: 
• Strong correlations are overwhelming. 
• Diagrammatic analyses become hopelessly complicated.

Is it possible to tame the effect of correlations imposing a cutoff?

Scattering Theory 1 (last revised: July 8, 2013) M1b–14

R-matrix but it is also called the K-matrix elsewhere. In the exercises we work out the numerical
evaluation of the R-matrix to calculate phase shifts.

The plan whenever possible for computational e↵ectiveness is to use matrix operations (e.g.,
multiply two matrices or a matrix times a vector), which are e�ciently implemented. The partial
wave Lippmann-Schwinger equation is an integral equation in momentum space that, with a finite
discretization of the continuous range of momentum in a given partial wave, naturally takes the
form of matrix multiplication.

Figure 4: On the right is a matrix version of the 1S0 AV18 potential on the left.

VL=0(k, k0) / hk|VL=0|k
0
i /

Z
d3r j0(kr) V (r) j0(k

0r) =) Vkk0 matrix . (60)

Two-minute question: What would the kinetic energy look like on the right figure of Fig. 4? To
set the scale on the right in Fig. 4, recall our momentum units (~ = c = 1). The typical relative
momentum in a large nucleus is ⇡ 1 fm�1

⇡ 200 MeV.

f. E↵ective range expansion
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which defines the S-wave scattering length a0, the S-wave e↵ective range r0 and the S-wave shape
parameter P (often these are written as and rs or a and re). Note the sign conventions. For l = 1
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R-matrix but it is also called the K-matrix elsewhere. In the exercises we work out the numerical
evaluation of the R-matrix to calculate phase shifts.

The plan whenever possible for computational e↵ectiveness is to use matrix operations (e.g.,
multiply two matrices or a matrix times a vector), which are e�ciently implemented. The partial
wave Lippmann-Schwinger equation is an integral equation in momentum space that, with a finite
discretization of the continuous range of momentum in a given partial wave, naturally takes the
form of matrix multiplication.

Figure 4: On the right is a matrix version of the 1S0 AV18 potential on the left.
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Chapter 3

The Similarity Renormalization

Group

3.1 The Flow Equation

In Chapter 2, the UCOM was presented as a tool to handle the short-range correlations

induced by realistic nucleon-nucleon potentials. In momentum-space, the UCOM transfor-

mation causes a pre-diagonalization of the initial interaction, leading to an improvement

of the convergence behavior of the correlated interaction [11]. Another method to handle

these short-range properties by a pre-diagonalization of the interaction leading to a phase-

shift equivalent potential is the Similarity Renormalization Group (SRG) [7, 8, 9, 10]. It

will be discussed in the following.

As in the UCOM, the basic idea of the SRG is to transform an initial many-body Hamil-

tonian H0 via a unitary transformation

Hα = Uα H0 U †
α (3.1)

with the α-dependent unitary operator Uα.

A renormalization group flow equation for the Hamiltonian Hα is formulated that induces

a continuous flow towards diagonal form. In the following it will be shown (see also [24]),

how such a transformation has to be structured in order to cause a diagonalization.

For investigating the behavior of the transformed Hamiltonian with respect to a flow pa-

rameter α, the derivative of Hα is computed

dHα

dα
=

d

dα

(

Uα H0 U †
α

)

(3.2)

=
dUα

dα
H0 U †

α + Uα H0
dU †

α

dα
. (3.3)
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3.2. DIAGONALIZATION OF THE HAMILTONIAN

With the relation Uα U †
α = 1 and its derivative d

dαUαU †
α = 0 → d

dαU †
α = −U †

α
dUα

dα U †
α the

previous equation can be written as

dHα

dα
=

dUα

dα
U †

α Hα − Hα
dUα

dα
U †

α. (3.4)

Introducing the anti-hermitian generator ηα = dUα

dα U †
α = −η†α the initial-value problem

dHα

dα
= [ηα,Hα] , H0 = Hα=0 (3.5)

is obtained. This flow equation generates a set of α-dependent unitarily equivalent Hamil-

tonians Hα.

Equation (3.5) has the structure of the Heisenberg equation for an implicit time-dependent

operator At
dAt

dt
= i [Ht, At] . (3.6)

The operator At is obtained from the corresponding time-independent operator of the

Schrödinger picture by a unitary transformation At = Ut AS U †
t with the time evolution

operator Ut. Comparing equation (3.5) with equation (3.6) it can be observed, that the

generator of the SRG flow equation can be compared to the Hamiltonian in the Heisenberg

equation, while the SRG-Hamiltonian is in the same position as the operator At.

3.2 Diagonalization of the Hamiltonian

The next step is to define the generator ηα in a suitable way to cause the diagonaliza-

tion of the Hamiltonian. Introducing a many-body basis {|i⟩}, the diagonal part of the

Hamiltonian is represented by

diag(Hα) =
∑

i

|i⟩⟨i|Hα|i⟩⟨i|. (3.7)

There are several different choices for ηα. In the following the ansatz of Wegner [25, 26] will

be discussed, where ηα is defined by the commutator of the Hamiltonian and its diagonal:

ηα = [diag(Hα),Hα] . (3.8)

With this simple generator the effect of decreasing off-diagonal matrix elements with in-

creasing diagonal elements can be shown directly. Therefore the generator (3.8) is inserted

in the flow equation (3.5), leading to

d Hα

dα
= [[diag(Hα),Hα] , Hα] (3.9)

= diag(Hα)Hα Hα − 2Hα diag(Hα)Hα + Hα Hα diag(Hα).
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For more details and codes see  https://github.com/pietropalladino/SRG-project

https://github.com/pietropalladino/SRG-project
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Decomposing the Hamiltonian into matrix elements, the generator reads

ηij = Hij (Hii − Hjj), (3.10)

where the Hii are the diagonal matrix elements and the Hij are the off-diagonal elements of

the Hamiltonian. Here the index α is omitted for brevity. Using this the matrix elements

of the flow equation (3.9) with the generator (3.10) can be written as:

d

dα
Hij =

∑

k

[Hii (Hik + Hkk)(Hkj + Hjj)

+ (Hii + Hik)(Hkj + Hkk)Hjj

− 2 (Hii + Hik)Hkk (Hkj + Hjj)] (3.11)

with i ̸= j for the off-diagonal matrix elements. Expanding the right ride of this equation

d

dα
Hij =

∑

k

[Hii Hik Hkj + Hik Hkj Hjj − Hik Hkk Hkj

+ Hii Hik Hjj + Hii Hkj Hjj − Hik Hkk Hkj

− Hii Hkk Hkj − Hik Hkk Hjj] (3.12)

and rearranging the terms

d

dα
Hij =

∑

k

[(Hii + Hjj − 2Hkk)Hik Hkj + Hii Hik Hjj

− Hii Hkk Hkj + Hii Hkj Hjj − Hik Hkk Hjj] (3.13)

leads to an equation for the off-diagonal part:

dHij

dα
= (Hii Hjj − Hii Hii + Hii Hjj − Hjj Hjj)Hij

+
∑

k

(Hii + Hjj − 2Hkk) Hik Hkj (3.14)

= − (Hii − Hjj)
2 Hij +

∑

k

(Hii + Hjj − 2Hkk) Hik Hkj. (3.15)

Another equation describing the behavior of the diagonal matrix elements

dHii

dα
=

∑

k

(2Hii − 2Hkk) Hik Hki (3.16)

= 2
∑

k

(Hii − Hkk) |Hik|
2. (3.17)
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separating the off-diagonal  and the diagonal matrix elements
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= − (Hii − Hjj)
2 Hij +

∑

k

(Hii + Hjj − 2Hkk) Hik Hkj. (3.15)

Another equation describing the behavior of the diagonal matrix elements

dHii

dα
=

∑

k

(2Hii − 2Hkk) Hik Hki (3.16)

= 2
∑

k

(Hii − Hkk) |Hik|
2. (3.17)
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Decomposing the Hamiltonian into matrix elements, the generator reads

ηij = Hij (Hii − Hjj), (3.10)

where the Hii are the diagonal matrix elements and the Hij are the off-diagonal elements of
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3.2. DIAGONALIZATION OF THE HAMILTONIAN

can be obtained following similar steps for i = j.

In order to illustrate the action of the flow equation, the equation for the diagonal matrix

elements is chosen. Considering the derivative of the sum over the squares of the diagonal

matrix elements Hii and rearranging the terms leads to

d

dα

∑

i

H2
ii =

∑

i

d

dα
H2

ii =
∑

i

2Hii
d

dα
Hii. (3.18)

Inserting equation (3.17) gives:

d

dα

∑

i

H2
ii = 2

∑

i, k

2Hii (Hii − Hkk) |Hik|
2 (3.19)

= 2
∑

i, k

(2Hii Hii − 2Hii Hkk) |Hik|
2 (3.20)

= 2
∑

i, k

(Hii − Hkk)
2 |Hik|

2 ≥ 0. (3.21)

H is hermitian, therefore its diagonal elements are real numbers whose squares are positive.

The square of the absolute value of the off-diagonal elements and therefore the product of

both parts is also positive. A summation of positive elements leads to an increasing result.

Thus the derivative of the square of the matrix elements has to increase.

With this result it can be shown, that the off-diagonal matrix elements have to decrease.

To this end the trace of the matrix is considered, which is invariant under a unitary

transformation. This implies, that the derivative of the trace of this matrix has to vanish:

d

dα
Tr
(

H2
)

=
d

dα

∑

i,j

(

H2
ii + |Hij|

2
)

= 0. (3.22)

Since the sum of the squares of the diagonal matrix elements has to increase as shown in

equation (3.18), the off-diagonal matrix elements must decrease monotonically to satisfy

equation (3.22). This shows, that the flow equation (3.5) with the generator (3.8) causes

the desired diagonalization of the Hamiltonian.

For checking the former calculations, an arbitrary matrix is chosen and evolved with flow

equation (3.5). The generator is chosen to be the commutator of the diagonal matrix

elements and the matrix itself. In Figure 3.1(a) the original matrix is shown (α = 0).

Figures 3.1(b) to 3.1(i) show the evolution of the matrix for increasing flow parameter α.

As expected, the increase of the flow parameter α causes the off-diagonal matrix elements

to decrease. For large i and j the diagonal elements increase and for small i and j they

decrease. This results from the fact, that during a diagonalization the eigenvalues of the

matrix are written on the diagonal of the matrix. In a renormalization group flow, the

eigenvalues are sorted by size during the diagonalization.

22

For more details and codes see  https://github.com/pietropalladino/SRG-project

https://github.com/pietropalladino/SRG-project
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H is hermitian, therefore its diagonal elements are real numbers whose squares are positive. The square of the absolute value of the 
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Since the sum of the squares of the diagonal matrix elements has to increase, the off-
diagonal matrix elements must decrease monotonically to satisfy this equation. This 
shows, that the flow equation with the Wenger generator causes the desired 
diagonalization of the Hamiltonian.

For more details and codes see  https://github.com/pietropalladino/SRG-project

https://github.com/pietropalladino/SRG-project


Prof. Dr. Paolo Finelli, Dept. of Physics and Astronomy, University of Bologna

55

The n_TOF Nuclear Physics Winter School 2024 

10 In-Medium Similarity Renormalization Group Approach to the Nuclear. . . 505

Fig. 10.6 SRG evolution of the chiral N3LO nucleon-nucleon interaction by Entem and Mach-
leidt, with initial cutoff ! D 500MeV [7, 98]. In the left column, we show the momentum-space
matrix elements of the interaction in the 3S1 partial wave for different values of the SRG resolution
scale ". The top-most row shows the initial interaction at s D 0 fm4 , i.e., “" D 1”. In the right
column, we show the S- and D-wave components of the deuteron wave function that is obtained by
solving the Schrödinger equation with the corresponding SRG-evolved interaction

expect for two almost independent, uncorrelated nucleons. The Pauli principle does
not affect the coordinate-space part of the wave function here because the overall
antisymmetry of the deuteron wave function is ensured by its spin and isospin parts.

Let us dwell on the removal of short-range correlations from the wave function
for another moment, and consider the exact eigenstates of the initial NN Hamilto-
nian,

OH.0/ j ni D En j ni : (10.72)

• SRG evolution of the chiral N3LO nucleon-
nucleon interaction by Entem and Mach- 
leidt, with initial cutoff 500 MeV.  

• In the left column, we show the momentum-
space matrix elements of the interaction in 
the S1 partial wave for different values of 
the SRG resolution scale .  

• In the right column, we show the S- and D-
wave components of the deuteron wave 
function that is obtained by solving the 
Schrödinger equation with the 
corresponding SRG-evolved interaction 
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Advantages 

1. Unitary transformation 
designed to decouple low- 
and high-energy states  

2.  All observables preserved  
3.  No relevant changes to low 

energy observables even 
when high momenta are 
removed  

4.  Natural hierarchy of many-
body forces maintained 

Disadvantages 

Induces many-body forces

2

FIG. 1: (Color online) Contour plots of Vs(k, k
′) illustrating the evolution with λ ≡ s−1/4 for 1S0 (left) and 3S1 (right). The

initial potential on the left is a chiral N3LO potential with a 600MeV cutoff [12] and on the right is an N3LO potential with a
550MeV cutoff on the Lippmann-Schwinger equation and a 600MeV cutoff on a regularized spectral representation of two-pion
exchange [13].
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FIG. 2: (Color online) S-wave phase shifts from the two chiral EFT N3LO potentials from Fig. 1. For each initial potential,
the phase shifts for different λ agree to within the widths of the lines at all energies shown.

(The additional matrix structure of Vs in coupled chan-
nels such as 3S1–3D1 is implicit.) For matrix elements
far from the diagonal, the first term on the right side of
Eq. (6) evidently dominates and exponentially suppresses
these elements as s increases. The parameter λ ≡ s−1/4

provides a measure of the spread of off-diagonal strength.
While further analytic analysis is possible, we instead
turn to a numerical demonstration that the flow toward
the diagonal is a general result. By discretizing the rel-
ative momentum space on a grid of gaussian integration
points, we obtain a simple (but nonlinear) system of first-
order coupled differential equations, with the boundary
condition that Vs(k, k′) at the initial s (or λ) is equal to
the initial potential.
The evolution of the hamiltonian according to Eq. (6)

as s increases (or λ decreases) is illustrated in Fig. 1,
using two initial chiral EFT potentials [12, 13]. On the
left in Fig. 1 is 1S0 starting from the harder (600MeV
cutoff) potential from Ref. [12], which has significant
strength near the high-momentum diagonal, and on the

right is the S-wave part of the 3S1–3D1 coupled channel
starting from one of the potentials from Ref. [13], which
has more far off-diagonal strength initially and compar-
atively weaker higher-momentum strength on the diago-
nal. The initial momentum-space potential differs signif-
icantly among interactions that are phase-equivalent up
to the NN inelastic threshold, but these examples show
characteristic features of the evolution in λ. In particular,
we see a systematic suppression of off-diagonal strength,
as anticipated, with the width of the diagonal scaling as
λ2. The same behavior is observed when evolving from
conventional high-precision NN potentials, such as Ar-
gonne v18, or other (softer) chiral potentials [14, 15].
Since the SRG transformation is unitary, observables

are unchanged at all energies, up to numerical errors.
This is shown by Fig. 2, in which phase shifts for the two
chiral EFT potentials are plotted, including the values
at high energies where they are not constrained by data
(above Elab = 300MeV). For a given potential, there is
no visible variation with λ. Similarly, the binding en-
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chiral NN
Entem & Machleidt. N3LO, 500 MeV
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α = 0.160 fm4
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0

Eg.s.

Exact

HF
0

Eg.s.

Exact
HF

0

Eg.s.

Exact

HF

OBE potentials Chiral potentials SRG potentials

Expansion problematic: 
full diagonalisation needed

Expansion possible, but 
problem non-perturbative

Expansion simple: even 
perturbation theory works!

Somà, Lecture @ Fiera di Primiero
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What about the residual interaction? Interacting shell model
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In the previous slides we have seen that it’s always possible to write

Slater determinants

<latexit sha1_base64="aiyhEanWtl5p1VexpOwk1RIxCAk=">AAAB+HicbVBNS8NAEJ3Ur1o/GvXoZbEInkoiUj0WvXisYD+gCWGz3bRLN5uwuxFq7C/x4kERr/4Ub/4bt20O2vpg4PHeDDPzwpQzpR3n2yqtrW9sbpW3Kzu7e/tV++Cwo5JMEtomCU9kL8SKciZoWzPNaS+VFMchp91wfDPzuw9UKpaIez1JqR/joWARI1gbKbCrT15rxAIHeRKLIaeBXXPqzhxolbgFqUGBVmB/eYOEZDEVmnCsVN91Uu3nWGpGOJ1WvEzRFJMxHtK+oQLHVPn5/PApOjXKAEWJNCU0mqu/J3IcKzWJQ9MZYz1Sy95M/M/rZzq68nMm0kxTQRaLoowjnaBZCmjAJCWaTwzBRDJzKyIjLDHRJquKCcFdfnmVdM7rbqPeuLuoNa+LOMpwDCdwBi5cQhNuoQVtIJDBM7zCm/VovVjv1seitWQVM0fwB9bnDyjOksk=</latexit>

|�0i
<latexit sha1_base64="2+W/graYTiD+XfQ8IH7fK+WK5zg=">AAAB+nicbVBNS8NAEJ3Ur1q/Uj16WSyCp5KIVI9FLx4r2A9oY9hsN+3SzSbsbpSS9qd48aCIV3+JN/+N2zYHbX0w8Hhvhpl5QcKZ0o7zbRXW1jc2t4rbpZ3dvf0Du3zYUnEqCW2SmMeyE2BFORO0qZnmtJNIiqOA03Ywupn57UcqFYvFvR4n1IvwQLCQEayN5NvlSa8xZD57wKgnsRhw6tsVp+rMgVaJm5MK5Gj49levH5M0okITjpXquk6ivQxLzQin01IvVTTBZIQHtGuowBFVXjY/fYpOjdJHYSxNCY3m6u+JDEdKjaPAdEZYD9WyNxP/87qpDq+8jIkk1VSQxaIw5UjHaJYD6jNJieZjQzCRzNyKyBBLTLRJq2RCcJdfXiWt86pbq9buLir16zyOIhzDCZyBC5dQh1toQBMIPMEzvMKbNbFerHfrY9FasPKZI/gD6/MH+J2T1Q==</latexit>

|�a
i i

<latexit sha1_base64="/UcrR/YZFg9HXmjKqULov+yQ83w=">AAACAHicbVBNS8NAEJ3Ur1q/oh48eFksBU8lEakei148VrAf0MSy2W7btZtN2N0IJebiX/HiQRGv/gxv/hu3bQ5afTDweG+GmXlBzJnSjvNlFZaWV1bXiuuljc2t7R17d6+lokQS2iQRj2QnwIpyJmhTM81pJ5YUhwGn7WB8OfXb91QqFokbPYmpH+KhYANGsDZSzz548Boj1kvZXXab4iBDnsRiyGnPLjtVZwb0l7g5KUOORs/+9PoRSUIqNOFYqa7rxNpPsdSMcJqVvETRGJMxHtKuoQKHVPnp7IEMVYzSR4NImhIazdSfEykOlZqE5rxKiPVILXpT8T+vm+jBuZ8yESeaCjJfNEg40hGapoH6TFKi+cQQTCQztyIywhITbTIrmRDcxZf/ktZJ1a1Va9en5fpFHkcRDuEIjsGFM6jDFTSgCQQyeIIXeLUerWfrzXqftxasfGYffsH6+AYvSJbN</latexit>

|�ab
ij i

C
P
Q

i i j

a a
b

EXCLUDED

VALENCE

CORE

Ground-state 1-particle/1-hole 2-particle/2-hole
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<latexit sha1_base64="6alZL4msxbGyFhbFQSs34YsIWKY=">AAACNnicbVDPS9xAGJ3YanX90W099jJ0EfSyJCK2F0FaKF6ELXRV2Kzhy+RLMuxkEma+CEvcv6qX/h29eelBkV79Ezq75tBqHwy8ee97zHwvrpS05Ps33tKLl8srr1bXOusbm1uvu2/entmyNgKHolSluYjBopIahyRJ4UVlEIpY4Xk8+Tz3z6/QWFnqbzStcFxApmUqBZCTou7pNQ8HuYx8HhrQmUJ+xEOFKe3ysDJlEjVyfudfZjzMgRqYRfIyTCDL0LiIzHLa49d+G466Pb/vL8Cfk6AlPdZiEHV/hkkp6gI1CQXWjgK/onEDhqRQOOuEtcUKxAQyHDmqoUA7bhZrz/iOUxKelsYdTXyh/p1ooLB2WsRusgDK7VNvLv7PG9WUfhw3Ulc1oRaPD6W14lTyeYc8kQYFqakjIIx0f+UiBwOCXNMdV0LwdOXn5Gy/Hxz2D78e9I4/tXWssnfsPdtlAfvAjtkJG7AhE+w7u2G37M774f3y7r3fj6NLXpvZZv/Ae/gDF26rBw==</latexit>

|�0i =

0

@
Y

iF

â†i

1

A |0i

<latexit sha1_base64="C2ckLY1gFubdZSvDNTi9w3IO5aQ=">AAACKXicbVBNSwMxFMzW7/pV9eglWARPZVdEvQhFLx4rWC106/I2fd2GZrNLkhXK2r/jxb/iRUFRr/4R01pFrQOBYWYeL2/CVHBtXPfVKUxNz8zOzS8UF5eWV1ZLa+sXOskUwzpLRKIaIWgUXGLdcCOwkSqEOBR4GfZOhv7lNSrNE3lu+im2Yogk73AGxkpBqXpD/VqXB/wKqK9ARgLpEfW7YHIYBHDltyGKUH0rnN6M8u5XOiiV3Yo7Ap0k3piUyRi1oPTotxOWxSgNE6B103NT08pBGc4EDop+pjEF1oMIm5ZKiFG38tGlA7ptlTbtJMo+aehI/TmRQ6x1Pw5tMgbT1X+9ofif18xM57CVc5lmBiX7XNTJBDUJHdZG21whM6JvCTDF7V8p64ICZmy5RVuC9/fkSXKxW/H2K/tne+Xq8biOebJJtsgO8cgBqZJTUiN1wsgtuSdP5Nm5cx6cF+ftM1pwxjMb5Bec9w8bv6aV</latexit>

|�a
i i = â†aâi|�0i

<latexit sha1_base64="DIj1+y1i34J9BPvqe6Hn/3CSuxk=">AAACTHicbZBNSwMxEIaz9bt+VT16CRbBU9kVqV4E0YvHClaFbl1m0+k2ms0uSVYo6/5ALx68+Su8eFBEMK1V1DoQeHnezCTzhqng2rjuo1OamJyanpmdK88vLC4tV1ZWz3SSKYZNlohEXYSgUXCJTcONwItUIcShwPPw+mjgn9+g0jyRp6afYjuGSPIuZ2AsCirslvqNHg9yflVc5hAW1FcgI4F0n/o9MDkUAVz6HYgiVN8kHCNX9Ftyejsc6X6NCipVt+YOi44LbySqZFSNoPLgdxKWxSgNE6B1y3NT085BGc4EFmU/05gCu4YIW1ZKiFG382EYBd20pEO7ibJHGjqkPztyiLXux3bTzRhMT//1BvA/r5WZ7l475zLNDEr2+VA3E9QkdJAs7XCFzIi+FcAUt3+lrAcKmLH5l20I3t+Vx8XZds2r1+onO9WDw1Ecs2SdbJAt4pFdckCOSYM0CSN35Im8kFfn3nl23pz3z6slZ9SzRn5VafoDRuO0og==</latexit>

|�ab
ij i = â†aâ

†
bâj âi|�0i

<latexit sha1_base64="5f2FQP+A7E1+v+uEJ4/Xh/us8Dk=">AAAClHicbVHbattAEF2paZO6NyeFvvRlqAmkNBgphCQPKTg1hT4FF+okYDlitF7b26xWYndUMLK+KH/Tt/5NV7abpnEHlj1z5szOZZNcSUtB8MvzH208frK59bTx7PmLl6+a2zsXNisMF32eqcxcJWiFklr0SZISV7kRmCZKXCY33Tp++UMYKzP9jWa5GKY40XIsOZKj4ubtPOpZGUMAkUE9UQI+QjcOYA5RbyrjvzR8gMgWaVzivqycRF4jzBeaGv1R3YmSffm9lpXuunZu1ViK7/z7KaOMrKu7Vxd27hSp7Fbv13qIm62gHSwM1kG4Ai22sl7c/Ome5kUqNHGF1g7CIKdhiYYkV6JqRIUVOfIbnIiBgxpTYYflYqkV7DpmBOPMuKMJFuz9jBJTa2epm2Q3RZrah7Ga/F9sUND4ZFhKnRckNF8WGhcKKIP6h2AkjeCkZg4gN9L1CnyKBjm5f2y4JYQPR14HFwft8Kh99PWw1fm0WscWe8vesT0WsmPWYV9Yj/UZ97a9Y6/jnflv/FO/639eSn1vlfOa/WP++W9mLMRc</latexit>

| 0i = C0|�0i+
X

a,i

Ca
i |�a

i i+
X

ab,ij

Cab
ij |�ab

ij i+ · · · = (C0 + Ĉ)|�0i

1p-1h state

2p-2h state

C
P
Q

<latexit sha1_base64="aiyhEanWtl5p1VexpOwk1RIxCAk=">AAAB+HicbVBNS8NAEJ3Ur1o/GvXoZbEInkoiUj0WvXisYD+gCWGz3bRLN5uwuxFq7C/x4kERr/4Ub/4bt20O2vpg4PHeDDPzwpQzpR3n2yqtrW9sbpW3Kzu7e/tV++Cwo5JMEtomCU9kL8SKciZoWzPNaS+VFMchp91wfDPzuw9UKpaIez1JqR/joWARI1gbKbCrT15rxAIHeRKLIaeBXXPqzhxolbgFqUGBVmB/eYOEZDEVmnCsVN91Uu3nWGpGOJ1WvEzRFJMxHtK+oQLHVPn5/PApOjXKAEWJNCU0mqu/J3IcKzWJQ9MZYz1Sy95M/M/rZzq68nMm0kxTQRaLoowjnaBZCmjAJCWaTwzBRDJzKyIjLDHRJquKCcFdfnmVdM7rbqPeuLuoNa+LOMpwDCdwBi5cQhNuoQVtIJDBM7zCm/VovVjv1seitWQVM0fwB9bnDyjOksk=</latexit>

|�0i
<latexit sha1_base64="2+W/graYTiD+XfQ8IH7fK+WK5zg=">AAAB+nicbVBNS8NAEJ3Ur1q/Uj16WSyCp5KIVI9FLx4r2A9oY9hsN+3SzSbsbpSS9qd48aCIV3+JN/+N2zYHbX0w8Hhvhpl5QcKZ0o7zbRXW1jc2t4rbpZ3dvf0Du3zYUnEqCW2SmMeyE2BFORO0qZnmtJNIiqOA03Ywupn57UcqFYvFvR4n1IvwQLCQEayN5NvlSa8xZD57wKgnsRhw6tsVp+rMgVaJm5MK5Gj49levH5M0okITjpXquk6ivQxLzQin01IvVTTBZIQHtGuowBFVXjY/fYpOjdJHYSxNCY3m6u+JDEdKjaPAdEZYD9WyNxP/87qpDq+8jIkk1VSQxaIw5UjHaJYD6jNJieZjQzCRzNyKyBBLTLRJq2RCcJdfXiWt86pbq9buLir16zyOIhzDCZyBC5dQh1toQBMIPMEzvMKbNbFerHfrY9FasPKZI/gD6/MH+J2T1Q==</latexit>

|�a
i i

<latexit sha1_base64="/UcrR/YZFg9HXmjKqULov+yQ83w=">AAACAHicbVBNS8NAEJ3Ur1q/oh48eFksBU8lEakei148VrAf0MSy2W7btZtN2N0IJebiX/HiQRGv/gxv/hu3bQ5afTDweG+GmXlBzJnSjvNlFZaWV1bXiuuljc2t7R17d6+lokQS2iQRj2QnwIpyJmhTM81pJ5YUhwGn7WB8OfXb91QqFokbPYmpH+KhYANGsDZSzz548Boj1kvZXXab4iBDnsRiyGnPLjtVZwb0l7g5KUOORs/+9PoRSUIqNOFYqa7rxNpPsdSMcJqVvETRGJMxHtKuoQKHVPnp7IEMVYzSR4NImhIazdSfEykOlZqE5rxKiPVILXpT8T+vm+jBuZ8yESeaCjJfNEg40hGapoH6TFKi+cQQTCQztyIywhITbTIrmRDcxZf/ktZJ1a1Va9en5fpFHkcRDuEIjsGFM6jDFTSgCQQyeIIXeLUerWfrzXqftxasfGYffsH6+AYvSJbN</latexit>

|�ab
ij i

i i j

a a
b

Interacting shell model - Ansatz for the ground state (2nd quant.) 

Correlation operator
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Interacting shell model - A simple recipe

1) Construct orbitals from H0, i.e. harmonic oscillator 
2) Orbitals could be divided in  

• Inert core (orbitals always full) C 
• Valence space (p-h excitations) P 
• Excluded space (orbitals always empty) Q 

3) Starting  from Vres build Vef (renormalised 
interaction for the active space P) 

4) Solve the Schrödinger equation by diagonalising 
H = H0+Vef

C
P
Q

• The residual two-body interaction Vres has to be “effective”, i.e. Vres has to take implicitly into account of the degrees of freedom that 
are explicitly considered frozen.  

• This means that Vres should contain core-polarization and particle-particle excitations , so that the eigenvalues of the shell-model 
hamiltonian should be the same (or at least very close) to those of the nuclear many-body hamiltonian diagonalized in the full 
Hilbert space 
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Interacting shell model - A simple treatment

<latexit sha1_base64="fns3ZjNCtJ5tr/RXoPg7lVhn4pU=">AAACH3icbVDLSgMxFM34rPVVdekmWARXZUakuhEKInRZwT6gM5RMeqcNzWSGJCOUaT/Az/AL3OoXuBO3/QD/w7Qd0LYeCBzOOTc3OX7MmdK2PbHW1jc2t7ZzO/ndvf2Dw8LRcUNFiaRQpxGPZMsnCjgTUNdMc2jFEkjoc2j6g7up33wCqVgkHvUwBi8kPcECRok2UqdQrI6wGyuGXUlEjwO+xfd4hLFb+9VMyi7ZM+BV4mSkiDLUOoVvtxvRJAShKSdKtR071l5KpGaUwzjvJgpiQgekB21DBQlBeensM2N8bpQuDiJpjtB4pv6dSEmo1DD0TTIkuq+Wvan4rze/f3G5Dm68lIk40SDofHeQcKwjPC0Ld5kEqvnQEEIlM8/HtE8kodpUmje9OMstrJLGZckpl8oPV8VKNWsoh07RGbpADrpGFVRFNVRHFD2jV/SG3q0X68P6tL7m0TUrmzlBC7AmP0p6ob4=</latexit>

H| i = E| i

<latexit sha1_base64="LKCF/hZALXmxLIa8Fi+3yAQCJuI=">AAACMnicbVDdSsMwGE3n35x/VS+9CQ7Bq9GKTG+EgTe7kgruB9ZZ0izdwtK0JKkwur6Jj+ETeKsvoHci3vkQZlsRt3kgcDjnfPmS48eMSmVZb0ZhZXVtfaO4Wdra3tndM/cPmjJKBCYNHLFItH0kCaOcNBRVjLRjQVDoM9Lyh9cTv/VAhKQRv1OjmHRD1Oc0oBgpLXlmdQyh60gKXYF4nxF4BV2ZhB69T2+8FCcqyyD2KBy7zoB6vzHPLFsVawq4TOyclEEOxzO/3F6Ek5BwhRmSsmNbseqmSCiKGclKbiJJjPAQ9UlHU45CIrvp9H8ZPNFKDwaR0IcrOFX/TqQolHIU+joZIjWQi95E/Neb3T+/XAWX3ZTyOFGE49nuIGFQRXDSH+xRQbBiI00QFlQ/H+IBEggr3XJJ92IvtrBMmmcVu1qp3p6Xa/W8oSI4AsfgFNjgAtRAHTigATB4BM/gBbwaT8a78WF8zqIFI585BHMwvn8A9meqdw==</latexit>

| i =
NcutX

i

ci|�ii
approximation

<latexit sha1_base64="6A7eqksOA4/LwIZOcM8036AtJOo=">AAACE3icbVBLTsMwFHwpv1J+ARYs2FhUSKyqBKHCshKbLotEP1ITRY7rtqaOE9kOUhV6DE7AFk7ADrHlAByAe+C2WdCWkSyNZt7z2BMmnCntON9WYW19Y3OruF3a2d3bP7APj1oqTiWhTRLzWHZCrChngjY105x2EklxFHLaDke3U7/9SKVisbjX44T6ER4I1mcEayMF9onHsRhwirzGkAUP6Al5mkVUBXbZqTgzoFXi5qQMORqB/eP1YpJGVGjCsVJd10m0n2GpGeF0UvJSRRNMRnhAu4YKbEL8bPaBCTo3Sg/1Y2mO0Gim/t3IcKTUOArNZIT1UC17U/Ffb37/Yrju3/gZE0mqqSDz7H7KkY7RtCDUY5ISzceGYCKZeT4iQywx0abGkunFXW5hlbQuK261Ur27KtfqeUNFOIUzuAAXrqEGdWhAEwhM4AVe4c16tt6tD+tzPlqw8p1jWID19QsW154Z</latexit>

h�j |⇥
<latexit sha1_base64="ZYse/qF1ZRxfdHqPs1vmE78Jfcg=">AAACa3icjVFPS8MwHE3rpnP+m+6mHoJj4Gm0ItOLMBBhJ5ng/sBaS5plW1yaliQVRreP6cEP4NFP4MVs7cFtHnwQeLz3e/mFFz9iVCrL+jDMrVx+e6ewW9zbPzg8Kh2fdGQYC0zaOGSh6PlIEkY5aSuqGOlFgqDAZ6TrT+4XfveNCElD/qymEXEDNOJ0SDFSWvJKoSPjwKMvyaOX4FjN5xB7FDoM8REj0GmNqfc6g004S7m2RGrdwQf4r+xqzitVrJq1BNwkdkYqIEPLK306gxDHAeEKMyRl37Yi5SZIKIoZmRedWJII4Qkakb6mHAVEusmymDmsamUAh6HQhyu4VH8nEhRIOQ18PRkgNZbr3kL800vvX12uhrduQnkUK8JxunsYM6hCuCgeDqggWLGpJggLqp8P8RgJhJX+nqLuxV5vYZN0rmp2vVZ/uq40mllDBXAGLsAlsMENaIAmaIE2wOAdfBs5I298mWXz1DxPR00jy5TBCszqD1dyu3I=</latexit>

NcutX

i

cih�j |H|�ii = E

NcutX

i

cih�j |�ii
<latexit sha1_base64="VHXy+49RQSW5S629EgHBhcDd9vQ=">AAACEHicbVDLSsNAFJ3UV62v+Ni5GSyCq5KIVJcFN11WsA9oQ5hMbtuxkwczE6GG/IRf4Fa/wJ249Q/8AP/DaZqFbT0wcDjn3nuG48WcSWVZ30ZpbX1jc6u8XdnZ3ds/MA+POjJKBIU2jXgkeh6RwFkIbcUUh14sgAQeh643uZ353UcQkkXhvZrG4ARkFLIho0RpyTVP0kF+JBXgZ7jppuwhy1yzatWsHHiV2AWpogIt1/wZ+BFNAggV5UTKvm3FykmJUIxyyCqDREJM6ISMoK9pSAKQTpoHZ/hcKz4eRkK/UOFc/buRkkDKaeDpyYCosVz2ZuK/3vz+Yrga3jgpC+NEQUjn2cOEYxXhWTvYZwKo4lNNCBVMfx/TMRGEKt1hRfdiL7ewSjqXNbteq99dVRvNoqEyOkVn6ALZ6Bo1UBO1UBtR9IRe0Ct6M56Nd+PD+JyPloxi5xgtwPj6BUGTncQ=</latexit>

Hij
<latexit sha1_base64="FlcuYEWu/vXefMh1EdolOTVdcRY=">AAACFXicbVDLSsNAFJ3UV62vqitxM1gEVyURqS4LbrqsYB/QlDKZ3LRjJ5MwMxFKCH6GX+BWv8CduHXtB/gfTtMubOuBgcM5994zHC/mTGnb/rYKa+sbm1vF7dLO7t7+QfnwqK2iRFJo0YhHsusRBZwJaGmmOXRjCST0OHS88e3U7zyCVCwS93oSQz8kQ8ECRok20qB8krr5kVSCn2HXB67JIGUPWTYoV+yqnQOvEmdOKmiO5qD84/oRTUIQmnKiVM+xY91PidSMcshKbqIgJnRMhtAzVJAQVD/N0zN8bhQfB5E0T2icq383UhIqNQk9MxkSPVLL3lT815vdXwzXwU0/ZSJONAg6yw4SjnWEpxVhn0mgmk8MIVQy831MR0QSqk2RJdOLs9zCKmlfVp1atXZ3Vak35g0V0Sk6QxfIQdeojhqoiVqIoif0gl7Rm/VsvVsf1udstGDNd47RAqyvX4a5oBQ=</latexit>

�ij

<latexit sha1_base64="5Ua1XDNwYsf6uHH2+bZzFxcKwuA=">AAACJnicbVDLSgMxFM3UV62vUXe6CRbBVZkRqW6EgghdVrAPaIeSSTNtaJIZkoxQhgG/Rtzpl7gTcedPuDedjmBbD4Qczrn3cu/xI0aVdpxPq7Cyura+UdwsbW3v7O7Z+wctFcYSkyYOWSg7PlKEUUGammpGOpEkiPuMtP3xzdRvPxCpaCju9SQiHkdDQQOKkTZS3z5Kej6H9TT7cAqv4e0v7dtlp+JkgMvEzUkZ5Gj07e/eIMQxJ0JjhpTquk6kvQRJTTEjaakXKxIhPEZD0jVUIE6Ul2Q3pPDUKAMYhNI8oWGm/u1IEFdqwn1TyZEeqUVvKv7rzebPST5fWEYHV15CRRRrIvBslyBmUIdwmhkcUEmwZhNDEJbUnAPxCEmEtUm2ZHJyF1NZJq3zilutVO8uyrV6nlgRHIMTcAZccAlqoA4aoAkweARP4AW8Ws/Wm/VufcxKC1becwjmYH39AE2spSc=</latexit>

Hc = Ec
<latexit sha1_base64="yWI9pUGIaYPnnhUX5sxZbHdYF6s=">AAACG3icbVDLSgMxFM3UV62Pjrp0EyxC3ZQZkepGKLiZZQX7gHYsmUymDU0yQ5IRytAvEXf6Je7ErQs/xL1pOwvbeiBwOOfey8kJEkaVdpxvq7CxubW9U9wt7e0fHJbto+O2ilOJSQvHLJbdACnCqCAtTTUj3UQSxANGOsH4buZ3nohUNBYPepIQn6OhoBHFSBtpYJerHryF3mM/RMMhkRcDu+LUnDngOnFzUgE5mgP7px/GOOVEaMyQUj3XSbSfIakpZmRa6qeKJAiP0ZD0DBWIE+Vn8+BTeG6UEEaxNE9oOFf/bmSIKzXhgZnkSI/UqjcT//UW95ekgK+E0dGNn1GRpJoIvMgSpQzqGM6KgiGVBGs2MQRhSc13IB4hibA2dZZMT+5qK+ukfVlz67X6/VWl4eWNFcEpOANV4IJr0AAeaIIWwCAFz+AVvFkv1rv1YX0uRgtWvnMClmB9/QJlb6CC</latexit>

(H = H
†)

Hermitian

Eigenvalue problem for H

Configuration interaction

1. Select a one-body basis

2. Construct A-body basis of Slater determinants

3. Convert Schrödinger equation into a matrix eigenvalue problem

8

which is a basis-independent function of the energy.

S(z) =
X

µ2HA+1

SF+
µ
�(z � E+

µ
) +

X

⌫2HA�1

SF�

⌫
�(z � E�

⌫
)

⌧ ⇠ ��1
k

�k = 0 �! ⌧ = 1

zk = "k + i�k

G(k, z)⇤ = G(k, z⇤)

⇧(0)(q,!)

W = v + v⇧W

⌃GW (k,!) = i

Z
d!0

2⇡

Z
dk0

(2⇡)3
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Model space truncations

Model space truncations

⦿ Expansion on Slater determinants involves an infinite number of basis states

➪ truncations have to be necessarily introduced

⦿ Two main ways of truncating the basis

○ Full CI: truncate the one-body basis (at some maximum single-particle energy emax)

○ No-core shell model: cut the many-body basis (total number of HO excitation quanta Nmax)
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obviously cannot store an infinite vector…  

Robert Roth - TU Darmstadt - March 2021

No-Core Shell Model (NCSM)

! technical advantages of the NCSM: 

• many-body energy truncation (Nmax) truncation is much more efficient than 
single-particle energy truncation (emax, cf. FCI) 

• equivalent NCSM formulation in relative / Jacobi coordinates for each Nmax 

• explicit separation of center of mass and intrinsic motion for each Nmax

24

! special case of a CI approach: 

• single-particle basis is a  
spherical HO basis 

• truncation in terms of the total 
number of HO excitation quanta 
Nmax in the many-body states

6 Many-Body Calculation

After the SRG transformation of the initial �EFT interaction and the subsequent transformation to the JT-coupled
scheme, we want to solve the stationary Schrödinger equation,

H
�� i
↵
= Ei

�� i
↵

, (6.1)

for a given nucleus, where we are interested in the eigenvalues Ei . We only focus on the lowest eigenvalue, the
ground-state energy, which we use to investigate our new interactions that include irreducible four-body parts from
the SRG evolution.

An completely exact calculation would in principle require an infinite model space, and is therefore not possible.
However, our many-body methods, i.e., the NCSM and IT-NCSM, converge to the exact results when increasing
the model space size. Therefore, the calculation can be performed for any desired accuracy, as long as the model
space stays small enough to handle it. For simplicity we first discuss the no-core shell model (NCSM) without any
importance truncation.

The most prominent feature of the NCSM is its model space. It uses antisymmetric HO states for building the model
space. In principal, different kinds of HO bases are possible, but we focus on the m-scheme (Sec. 4.2), i.e., Slater-
determinants of single-particle HO states. First, the possible unperturbed Slater determinants are constructed, i.e.,
all m-scheme basis states with the lowest HO energy possible are included. For example, 4He would have two
protons and two neutrons in the s-shell. The total HO energy quantum number is E = 0 in this case and there is
only one Slater determinant that can be constructed. In the case of 5He, an additional neutron can be found in the
p-shell, raising the total HO energy quantum number to E = 1. Since we have multiple single-particle states in the
p-shell with the same HO energy, we have to add all the possible Slater determinants to our model space that have
one neutron in one of the p-shell single-particle states while the other two neutrons occupy the s-shell.

In a second step, excited HO configurations are added. We find these configurations by taking one of the unper-
turbed Slater determinants and moving one or multiple nucleons to states in upper shells. The relevant parameter
in this case is the excitation energy: As the energy difference between adjacent shells is always ~h!, we simply count
the total number of shells we lift the particles. For example, Fig. 6.1 shows a 6 ~h! configuration for 16O. This num-
ber is limited by Nmax, e.g., a model space with Nmax = 2 includes all the unperturbed Slater determinants, all
configurations where one particle has been lifted one or two shells and all configurations where two particles have
been lifted one shell each.

0s

0p

0d, 1s

0f, 1p

0g, 1d, 2s
�E = ~h!

Figure 6.1: Configuration for 16O with an excitation energy of 5 ~h!. Neutrons are depicted as blue dots, whereas protons are
red.

For a given nucleus and Nmax truncation, we can construct the necessary energy truncation E4
max, which we use for

the four-body m-scheme representations of the interaction. For instance, a consistent Nmax = 2 calculation of 4He
needs four-body m-scheme matrix elements with E4

max = 2. An 16O calculation, on the other hand, would require
matrix elements with E4

max = 6, as picking four particles out of a 16-body NCSM model space with Nmax = 2 can
at most yield a total HO energy quantum number of E = 6 for these four particles.

38

Example: Nmax = 6

[Figure: R.Roth]

FCI 
Full configuration interaction 

truncate the 1-body basis (at some 
maximum single-particle energy emax) 

NO-CORE 
No-core shell model basis 

Cut the many-body basis (total number 
of HO excitation quanta Nmax)

Somà, Lecture @ Fiera di Primiero

ANTOINE

BIGSTICK

NUSHELLX

KSHELL

CoSMo

© Roth
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(H = H
†)

Hermitian

Eigenvalue problem for H

Configuration interaction

1. Select a one-body basis

2. Construct A-body basis of Slater determinants

3. Convert Schrödinger equation into a matrix eigenvalue problem
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Computational strategy

⦿ Key features

○ One is only interested in a few low-lying eigenstates

○ Hamiltonian matrix is sparse (< 0.01% of non-zeros at working values of Nmax)

○ Lanczos-type algorithms employed to extract first few eigenstates and associated eigenvalues

○ Fast storage of non-zero matrix elements sets the limits of matrix dimensions
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Figure 2: On the left, sparsity structure of Ĥ for 6Li at Nmax = 2, with 800 many-body basis
states, 92 groups of states, 1,826 nonzero tiles and 33,476 nonzero matrix elements in the lower
triangular portion of the symmetric matrix. On the right a more detailed plot of one CSB block
(the (3,2)-block) of this matrix. Boundaries of CSB blocks and tiles are indicated by the solid and
dashed lines, respectively.

The grouping of many-body basis states leads to a partitioning of Ĥ into many tiles. Each
tile can be indexed by two group identification labels g(a) ⌘ (g(a1), g(a2), . . . , g(aA)) and g(a0) =
(g(a01), g(a

0
2), . . . , g(a

0
A
)), where g(ai) denotes the (n, l, j) quantum numbers associated with the

single-particle state ai. The dimension of the tile is determined by the sizes of g(a) and g(a0). In
MFDn, we first perform pairwise comparisons of g(a) and g(a0) to determine (potentially) nonzero
tiles. If g(ai) 6= g(a0

j
) for more than d single-particle states i and j, the entire tile indexed by g(a)

and g(a0) is zero. If g(ai) 6= g(a0
j
) for up to d single-particle states, then the tile generally contains

nonzero matrix elements.
Note that the sparsity of these nonzero tiles depends on the number of single-particle states

that di↵er between g(a) and g(a0). The diagonal tiles, with g(a) = g(a0), are generally the least
sparse (most dense) tiles, whereas tiles for which g(a) and g(a0) di↵er by exactly d particles are
the most sparse (least dense). In principle, additional blocking techniques such as those described
in [26] can be used to identify potentially nonzero tiles, or nonzero matrix elements within the tiles,
and further reduce the number of pairwise comparisons of (groups of) many-body basis states.

In Fig. 2, we show the sparsity pattern for a small case, 6Li, with three protons and three
neutrons, truncated to Nmax = 2. The M = 0 basis space dimension is 800, and the number
of groups is 92. Thus, there are in principle 4,186 tiles in half of the symmetric matrix, and
320,400 matrix elements. The number of (potentially) nonzero tiles is 1,826, corresponding to a
“tile-sparsity” of 0.44, and the total number of nonzero matrix elements within these nonzero tiles
is 33,476, corresponding to a sparsity of 0.104.

A well known technique for improving the performance of sparse matrix computation on modern
processors is blocking, i.e., partitioning the matrix into a number of smaller blocks that can be
loaded into fast memory (e.g., level-2 cache) and processed one block at a time. It is tempting to
use the tile structure of Ĥ to naturally block the matrix. However, this is not the best strategy.

7

⦿ Computational solutions & limitations

○ Extensive use of parallelisation, matrix transformations, optimisation techniques, …

⦿ Involved computational problem as A increases

Sparse matrix

Only the lowest energy 
eigenvalues are interesting

Lanczos algorithm
Somà, Lecture @ Fiera di Primiero
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How to treat the NN potential
The possible ways to derive a shell-model residual interaction Vres  can be grouped

Empirical Vres fitted 
on experimental data 

Empirical Vres with 
a simple analytical 

expression

Realistic effective Vres derived 
microscopically from the free 

nucleon-nucleon potential VNN
The Vres  two-body matrix elements are 
treated as free parameters  

They are derived by a best-fit 
procedure to a selected set of 
experimental data 

Pros: these shell-model interactions are 
a very refined tool, very successful, and 
still the most widely employed ones  

Cons: the predictions of the physics 
that characterize unexplored features 
of the spectroscopy of the nuclei could 
be biased by the choice of the 
experimental databases 

They have a simple analytical 
expression, i.e.  

•pairing or pairing plus quadrupole 
interactions  

•surface delta interaction 

Pros: they are very useful in order to 
understand what is the relevant physics 
underlying the spectroscopic structure 
of the nucleus 

Cons: out-of-date 

The shell-model Vres is derived 
directly from the free nucleon-nucleon 
potential 

Pros: no parameters are involved in 
the shell-model calculation, apart the 
single-particle energies  

Cons: the theory to derive these 
interactions is very complicated and 
still under investigation

Coraggio, Lecture @Nuclear Physics School “Raimondo Anni”, 5th course 



July 21 2015 Structure models: from shell model to ab-initio methods 35

The model space and the effective interaction are very much related. Typically, the effective 
interaction is a set of two-body matrix elements tuned to reproduce experimental data

E!ective Potentials

4  A  16

 p-shell nuclei

 Cohen-Kurath interaction

 CORE

 VALENCE SPACE

Friday, 17 July, 15

July 21 2015 Structure models: from shell model to ab-initio methods 36

 sd-shell nuclei

16  A  40

The model space and the effective interaction are very much related. Typically, the effective 
interaction is a set of two-body matrix elements tuned to reproduce experimental data

E!ective Potentials

 CORE

 VALENCE SPACE

USD interaction

Friday, 17 July, 15
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Interacting shell model - Phenomenological way

The effective interaction is a set of two-body matrix elements tuned to 
reproduce experimental data 

July 21 2015 Structure models: from shell model to ab-initio methods 37

 pf-shell nuclei

GXPF1 interactions

40  A  80

The model space and the effective interaction are very much related. Typically, the effective 
interaction is a set of two-body matrix elements tuned to reproduce experimental data

E!ective Potentials

 CORE

 VALENCE SPACE

 ...

Friday, 17 July, 15

Bacca, Lecture @EXOTIC 2015: Re-writing Nuclear Physics textbooks

Example: for nuclei ranging from 16O to 40Ca, we consider the 0s and 
the 0p shells filled by 8 protons and 8 neutrons (16O core), and the 
valence nucleons interact in the 6 1s 0d proton and neutron orbitals 



Currently there are several ways to derive an effective SM Hamiltonian starting from the bare interactions between nucleons.  

1. Many-body perturbation theory 

2. Lee-Suzuki transformation 

3. Valence-space in-medium similarity renormalization group (VS-IMSRG) 

4. Shell-model coupled cluster (SMCC) 

5. No-core shell model (NCSM) with a core based on the Lee-Suzuki similarity transformation
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Effective interactions in the valence space

Coraggio and Itaco Perturbative Approach to Effective Shell-Model Hamiltonians

FIGURE 2 | Some 18O shell-model configurations.

FIGURE 3 | Representation of the matrices H and Heff for 18O.

More formally, it is convenient to define the projection
operators P and Q = 1 − P, which project from the complete
Hilbert space onto the model space and its complementary space
(excluded space), respectively. The operator P can be expressed
in terms of the vectors in Equation (6) as

P =
d

∑

i=1

|!i⟩⟨!i|. (8)

The projection operators P and Q satisfy the properties

P2 = P, Q2 = Q, PQ = QP = 0. (9)

The key idea of the effective SM interaction theory is to transform
the eigenvalue problem of Equation (1) into a reduced model-
space eigenvalue problem

PHeffP|"α⟩ = (Eα − EC)P|"α⟩, (10)

where EC is the true energy of the core, i.e., the true ground-state
energy of 16O in the present case.

As mentioned in the Introduction, there are two main
approaches to deriving Heff:

• a phenomenological approach;
• an approach that starts from the bare nuclear interactions and

makes use of an appropriate many-body theory.

In the phenomenological approach, empirical effective
interactions containing adjustable parameters are introduced

and modified to fit a certain set of experimental data, or the two-
body matrix elements themselves are treated as free parameters.
This approach has been very successful, and we refer to several
excellent reviews [2, 3, 25–27] for a comprehensive discussion of
the topic.

Currently there are several ways to derive an effective
SM Hamiltonian starting from the bare interactions between
nucleons. In fact, besides the well-established approaches based
on many-body perturbation theory [5] or the Lee-Suzuki
transformation [17, 19], novel non-perturbative methods, such
as valence-space in-medium similarity renormalization group
(VS-IMSRG) [28], shell-model coupled cluster (SMCC) [29],
or the no-core shell model (NCSM) with a core based on the
Lee-Suzuki similarity transformation [30–33], are now available.
These non-perturbative approaches are firmly rooted in many-
body theory and provide somewhat different paths to Heff. They
can be derived in the same general theoretical framework by
expressing Heff as the result of a similarity transformation acting
on the original Hamiltonian,

Heff = eGHe−G , (11)

where the transformation is parameterized as the exponential of
a generator G, such that the decoupling condition

QHeffP = 0 (12)

is satisfied. Reference [4] contains a very detailed discussion of
how the different methods (perturbative and non-perturbative)
can be derived within such a general framework, as well
as descriptions of the corresponding approximation schemes
employed in each approach.

As stated in the Introduction, the present review aims to
describe in detail the perturbative approach to the derivation
of Heff; this is the focus of the next section. We refer to the
already cited review paper by Stroberg et al. [4] for an exhaustive
description of alternative methods.

3. PERTURBATIVE EXPANSION OF
EFFECTIVE SHELL-MODEL OPERATORS

3.1. The Lee-Suzuki Similarity
Transformation
In this subsection we present the formalism of the derivation
of the effective SM Hamiltonian based on the similarity
transformation introduced by Lee and Suzuki [19]. It is worth
noting that this approach has been very successful since it makes a
straightforward perturbative expansion ofHeff possible for open-
shell systems outside a closed core, whereas in other approaches,
such as the oscillator-based effective theory (HOBET) proposed
by Haxton and Song [34] or the coupled-cluster similarity
transformation [35], factorization of the core configurations
with respect to the valence nucleons is far more complicated
to perform.

We start from the Schrödinger equation for the A-nucleon
system, defined in the whole Hilbert space:

H|"ν⟩ = Eν |"ν⟩. (13)

Frontiers in Physics | www.frontiersin.org 4 October 2020 | Volume 8 | Article 345

Define a valence space P
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More formally, it is convenient to define the projection
operators P and Q = 1 − P, which project from the complete
Hilbert space onto the model space and its complementary space
(excluded space), respectively. The operator P can be expressed
in terms of the vectors in Equation (6) as
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the eigenvalue problem of Equation (1) into a reduced model-
space eigenvalue problem

PHeffP|"α⟩ = (Eα − EC)P|"α⟩, (10)

where EC is the true energy of the core, i.e., the true ground-state
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As mentioned in the Introduction, there are two main
approaches to deriving Heff:

• a phenomenological approach;
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In the phenomenological approach, empirical effective
interactions containing adjustable parameters are introduced
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This approach has been very successful, and we refer to several
excellent reviews [2, 3, 25–27] for a comprehensive discussion of
the topic.

Currently there are several ways to derive an effective
SM Hamiltonian starting from the bare interactions between
nucleons. In fact, besides the well-established approaches based
on many-body perturbation theory [5] or the Lee-Suzuki
transformation [17, 19], novel non-perturbative methods, such
as valence-space in-medium similarity renormalization group
(VS-IMSRG) [28], shell-model coupled cluster (SMCC) [29],
or the no-core shell model (NCSM) with a core based on the
Lee-Suzuki similarity transformation [30–33], are now available.
These non-perturbative approaches are firmly rooted in many-
body theory and provide somewhat different paths to Heff. They
can be derived in the same general theoretical framework by
expressing Heff as the result of a similarity transformation acting
on the original Hamiltonian,

Heff = eGHe−G , (11)

where the transformation is parameterized as the exponential of
a generator G, such that the decoupling condition

QHeffP = 0 (12)

is satisfied. Reference [4] contains a very detailed discussion of
how the different methods (perturbative and non-perturbative)
can be derived within such a general framework, as well
as descriptions of the corresponding approximation schemes
employed in each approach.

As stated in the Introduction, the present review aims to
describe in detail the perturbative approach to the derivation
of Heff; this is the focus of the next section. We refer to the
already cited review paper by Stroberg et al. [4] for an exhaustive
description of alternative methods.

3. PERTURBATIVE EXPANSION OF
EFFECTIVE SHELL-MODEL OPERATORS

3.1. The Lee-Suzuki Similarity
Transformation
In this subsection we present the formalism of the derivation
of the effective SM Hamiltonian based on the similarity
transformation introduced by Lee and Suzuki [19]. It is worth
noting that this approach has been very successful since it makes a
straightforward perturbative expansion ofHeff possible for open-
shell systems outside a closed core, whereas in other approaches,
such as the oscillator-based effective theory (HOBET) proposed
by Haxton and Song [34] or the coupled-cluster similarity
transformation [35], factorization of the core configurations
with respect to the valence nucleons is far more complicated
to perform.

We start from the Schrödinger equation for the A-nucleon
system, defined in the whole Hilbert space:

H|"ν⟩ = Eν |"ν⟩. (13)
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FIGURE 2 | Some 18O shell-model configurations.

FIGURE 3 | Representation of the matrices H and Heff for 18O.

More formally, it is convenient to define the projection
operators P and Q = 1 − P, which project from the complete
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(excluded space), respectively. The operator P can be expressed
in terms of the vectors in Equation (6) as

P =
d

∑

i=1

|!i⟩⟨!i|. (8)
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the eigenvalue problem of Equation (1) into a reduced model-
space eigenvalue problem
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approaches to deriving Heff:
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• an approach that starts from the bare nuclear interactions and

makes use of an appropriate many-body theory.

In the phenomenological approach, empirical effective
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and modified to fit a certain set of experimental data, or the two-
body matrix elements themselves are treated as free parameters.
This approach has been very successful, and we refer to several
excellent reviews [2, 3, 25–27] for a comprehensive discussion of
the topic.

Currently there are several ways to derive an effective
SM Hamiltonian starting from the bare interactions between
nucleons. In fact, besides the well-established approaches based
on many-body perturbation theory [5] or the Lee-Suzuki
transformation [17, 19], novel non-perturbative methods, such
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(VS-IMSRG) [28], shell-model coupled cluster (SMCC) [29],
or the no-core shell model (NCSM) with a core based on the
Lee-Suzuki similarity transformation [30–33], are now available.
These non-perturbative approaches are firmly rooted in many-
body theory and provide somewhat different paths to Heff. They
can be derived in the same general theoretical framework by
expressing Heff as the result of a similarity transformation acting
on the original Hamiltonian,

Heff = eGHe−G , (11)

where the transformation is parameterized as the exponential of
a generator G, such that the decoupling condition

QHeffP = 0 (12)

is satisfied. Reference [4] contains a very detailed discussion of
how the different methods (perturbative and non-perturbative)
can be derived within such a general framework, as well
as descriptions of the corresponding approximation schemes
employed in each approach.
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description of alternative methods.
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of the effective SM Hamiltonian based on the similarity
transformation introduced by Lee and Suzuki [19]. It is worth
noting that this approach has been very successful since it makes a
straightforward perturbative expansion ofHeff possible for open-
shell systems outside a closed core, whereas in other approaches,
such as the oscillator-based effective theory (HOBET) proposed
by Haxton and Song [34] or the coupled-cluster similarity
transformation [35], factorization of the core configurations
with respect to the valence nucleons is far more complicated
to perform.

We start from the Schrödinger equation for the A-nucleon
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in terms of the vectors in Equation (6) as
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The projection operators P and Q satisfy the properties

P2 = P, Q2 = Q, PQ = QP = 0. (9)

The key idea of the effective SM interaction theory is to transform
the eigenvalue problem of Equation (1) into a reduced model-
space eigenvalue problem

PHeffP|"α⟩ = (Eα − EC)P|"α⟩, (10)

where EC is the true energy of the core, i.e., the true ground-state
energy of 16O in the present case.

As mentioned in the Introduction, there are two main
approaches to deriving Heff:

• a phenomenological approach;
• an approach that starts from the bare nuclear interactions and

makes use of an appropriate many-body theory.

In the phenomenological approach, empirical effective
interactions containing adjustable parameters are introduced

and modified to fit a certain set of experimental data, or the two-
body matrix elements themselves are treated as free parameters.
This approach has been very successful, and we refer to several
excellent reviews [2, 3, 25–27] for a comprehensive discussion of
the topic.

Currently there are several ways to derive an effective
SM Hamiltonian starting from the bare interactions between
nucleons. In fact, besides the well-established approaches based
on many-body perturbation theory [5] or the Lee-Suzuki
transformation [17, 19], novel non-perturbative methods, such
as valence-space in-medium similarity renormalization group
(VS-IMSRG) [28], shell-model coupled cluster (SMCC) [29],
or the no-core shell model (NCSM) with a core based on the
Lee-Suzuki similarity transformation [30–33], are now available.
These non-perturbative approaches are firmly rooted in many-
body theory and provide somewhat different paths to Heff. They
can be derived in the same general theoretical framework by
expressing Heff as the result of a similarity transformation acting
on the original Hamiltonian,

Heff = eGHe−G , (11)

where the transformation is parameterized as the exponential of
a generator G, such that the decoupling condition

QHeffP = 0 (12)

is satisfied. Reference [4] contains a very detailed discussion of
how the different methods (perturbative and non-perturbative)
can be derived within such a general framework, as well
as descriptions of the corresponding approximation schemes
employed in each approach.

As stated in the Introduction, the present review aims to
describe in detail the perturbative approach to the derivation
of Heff; this is the focus of the next section. We refer to the
already cited review paper by Stroberg et al. [4] for an exhaustive
description of alternative methods.

3. PERTURBATIVE EXPANSION OF
EFFECTIVE SHELL-MODEL OPERATORS

3.1. The Lee-Suzuki Similarity
Transformation
In this subsection we present the formalism of the derivation
of the effective SM Hamiltonian based on the similarity
transformation introduced by Lee and Suzuki [19]. It is worth
noting that this approach has been very successful since it makes a
straightforward perturbative expansion ofHeff possible for open-
shell systems outside a closed core, whereas in other approaches,
such as the oscillator-based effective theory (HOBET) proposed
by Haxton and Song [34] or the coupled-cluster similarity
transformation [35], factorization of the core configurations
with respect to the valence nucleons is far more complicated
to perform.

We start from the Schrödinger equation for the A-nucleon
system, defined in the whole Hilbert space:

H|"ν⟩ = Eν |"ν⟩. (13)
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2. GENERAL OVERVIEW

As mentioned in the Introduction, the SM, introduced 70
years ago [20, 21], is based on the assumption that, as a
first approximation, each nucleon (proton or neutron) inside
the nucleus moves independently in a spherically symmetric
potential representing the average interaction with the other
nucleons. This potential is usually described by a Woods-Saxon
or harmonic oscillator potential plus a strong spin-orbit term.
Inclusion of the latter term is crucial to producing single-particle
states clustered in groups of orbits that are close in energy
(shells). Each shell is well-separated in energy from the other
shells, and this enables the nucleus to be schematized as an inert
core, made up of shells filled with neutrons and protons paired
to give a total angular momentum of J = 0+, plus a certain
number of external nucleons, the so-called “valence” nucleons.
This extreme single-particle SM is able to successfully describe
various nuclear properties [22], such as the angular momentum
and parity of the ground states in odd-mass nuclei. However, it is
clear that in order to describe the low-energy structure of nuclei
with two or more valence nucleons, the “residual” interaction
between the valence nucleons has to be considered explicitly,
where the term “residual” refers to that part of the interaction
which is not taken into account by the central potential. The
inclusion of the residual interaction removes the degeneracy of
states belonging to the same configuration and produces amixing
of different configurations.

Let us now use the simple nucleus 18O to introduce some
common terminology used in effective interaction theories.

Suppose we want to calculate the properties of the low-lying
states in 18O. Then we must solve the Schrödinger equation

H|!ν⟩ = Eν |!ν⟩, (1)

where

H = H0 +H1 (2)

with

H0 =
A

∑

i=1

(

p2i
2m

+ Ui

)

(3)

and

H1 =
A

∑

i<j=1

VNN
ij −

A
∑

i=1

Ui. (4)

An auxiliary one-body potential Ui has been introduced to
decompose the nuclear Hamiltonian as the sum of a one-
body term H0, which describes the independent motion of the
nucleons, and the residual interaction H1. It is worth pointing
out that in the following, for the sake of simplicity and without
any loss of generality, we will assume that the interaction between
the nucleons is described by a two-body force only, neglecting

FIGURE 1 | Energy shells that characterize the core, valence space, and

empty orbitals for 18O.

three-body contributions. The generalization of the formalism to
include three-nucleon forces may be found in references [23, 24].

It is customary to choose an auxiliary one-body potential
U of convenient mathematical form, such as the harmonic
oscillator potential

U =
A

∑

i=1

1
2
mωr2i . (5)

In Figure 1 we show the relevant portion of the H0 spectrum
for 18O.

We expect the wave functions of the low-lying states in 18O to
be dominated by components with a closed 16O core (i.e., the 0s
and 0p orbits are filled) and two neutrons in the valence orbits 1s
and 0d. Hence, we choose a model space spanned by the vectors

|$i⟩ =
∑

α,β∈valence space

Ci
αβ [a

†
αa

†
β ]i|c⟩, i = 1, . . . , d, (6)

where |c⟩ represents the unperturbed 16O core obtained by
completely filling the 0s and 0p orbits,

|c⟩ =
∏

α∈filled shells

a†
α|0⟩, (7)

and the index i stands for all the other quantum numbers needed
to specify the state (e.g., the total angular momentum).

To illustrate the situation, we show in Figure 2 some SM
configurations labeled in terms of particles and holes with respect
to the 16O core.

Solving Equation (1) using basis vectors like those shown
in Figure 2 amounts to diagonalizing the infinite matrix H in
Figure 3. This is infeasible, so we seek to reduce this huge matrix
to a smaller one, Heff, with the requirement that the eigenvalues
of the latter should belong to the set of eigenvalues of the former.
The notation |2p′ 0h⟩ represents a configuration with a closed
16O core plus two particles constrained to interact in the sd-shell.
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FIGURE 2 | Some 18O shell-model configurations.

FIGURE 3 | Representation of the matrices H and Heff for 18O.

More formally, it is convenient to define the projection
operators P and Q = 1 − P, which project from the complete
Hilbert space onto the model space and its complementary space
(excluded space), respectively. The operator P can be expressed
in terms of the vectors in Equation (6) as

P =
d

∑

i=1

|!i⟩⟨!i|. (8)

The projection operators P and Q satisfy the properties

P2 = P, Q2 = Q, PQ = QP = 0. (9)

The key idea of the effective SM interaction theory is to transform
the eigenvalue problem of Equation (1) into a reduced model-
space eigenvalue problem

PHeffP|"α⟩ = (Eα − EC)P|"α⟩, (10)

where EC is the true energy of the core, i.e., the true ground-state
energy of 16O in the present case.

As mentioned in the Introduction, there are two main
approaches to deriving Heff:

• a phenomenological approach;
• an approach that starts from the bare nuclear interactions and

makes use of an appropriate many-body theory.

In the phenomenological approach, empirical effective
interactions containing adjustable parameters are introduced

and modified to fit a certain set of experimental data, or the two-
body matrix elements themselves are treated as free parameters.
This approach has been very successful, and we refer to several
excellent reviews [2, 3, 25–27] for a comprehensive discussion of
the topic.

Currently there are several ways to derive an effective
SM Hamiltonian starting from the bare interactions between
nucleons. In fact, besides the well-established approaches based
on many-body perturbation theory [5] or the Lee-Suzuki
transformation [17, 19], novel non-perturbative methods, such
as valence-space in-medium similarity renormalization group
(VS-IMSRG) [28], shell-model coupled cluster (SMCC) [29],
or the no-core shell model (NCSM) with a core based on the
Lee-Suzuki similarity transformation [30–33], are now available.
These non-perturbative approaches are firmly rooted in many-
body theory and provide somewhat different paths to Heff. They
can be derived in the same general theoretical framework by
expressing Heff as the result of a similarity transformation acting
on the original Hamiltonian,

Heff = eGHe−G , (11)

where the transformation is parameterized as the exponential of
a generator G, such that the decoupling condition

QHeffP = 0 (12)

is satisfied. Reference [4] contains a very detailed discussion of
how the different methods (perturbative and non-perturbative)
can be derived within such a general framework, as well
as descriptions of the corresponding approximation schemes
employed in each approach.

As stated in the Introduction, the present review aims to
describe in detail the perturbative approach to the derivation
of Heff; this is the focus of the next section. We refer to the
already cited review paper by Stroberg et al. [4] for an exhaustive
description of alternative methods.

3. PERTURBATIVE EXPANSION OF
EFFECTIVE SHELL-MODEL OPERATORS

3.1. The Lee-Suzuki Similarity
Transformation
In this subsection we present the formalism of the derivation
of the effective SM Hamiltonian based on the similarity
transformation introduced by Lee and Suzuki [19]. It is worth
noting that this approach has been very successful since it makes a
straightforward perturbative expansion ofHeff possible for open-
shell systems outside a closed core, whereas in other approaches,
such as the oscillator-based effective theory (HOBET) proposed
by Haxton and Song [34] or the coupled-cluster similarity
transformation [35], factorization of the core configurations
with respect to the valence nucleons is far more complicated
to perform.

We start from the Schrödinger equation for the A-nucleon
system, defined in the whole Hilbert space:

H|"ν⟩ = Eν |"ν⟩. (13)
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More formally, it is convenient to define the projection
operators P and Q = 1 − P, which project from the complete
Hilbert space onto the model space and its complementary space
(excluded space), respectively. The operator P can be expressed
in terms of the vectors in Equation (6) as

P =
d

∑

i=1

|!i⟩⟨!i|. (8)

The projection operators P and Q satisfy the properties

P2 = P, Q2 = Q, PQ = QP = 0. (9)

The key idea of the effective SM interaction theory is to transform
the eigenvalue problem of Equation (1) into a reduced model-
space eigenvalue problem

PHeffP|"α⟩ = (Eα − EC)P|"α⟩, (10)

where EC is the true energy of the core, i.e., the true ground-state
energy of 16O in the present case.

As mentioned in the Introduction, there are two main
approaches to deriving Heff:

• a phenomenological approach;
• an approach that starts from the bare nuclear interactions and

makes use of an appropriate many-body theory.

In the phenomenological approach, empirical effective
interactions containing adjustable parameters are introduced

and modified to fit a certain set of experimental data, or the two-
body matrix elements themselves are treated as free parameters.
This approach has been very successful, and we refer to several
excellent reviews [2, 3, 25–27] for a comprehensive discussion of
the topic.

Currently there are several ways to derive an effective
SM Hamiltonian starting from the bare interactions between
nucleons. In fact, besides the well-established approaches based
on many-body perturbation theory [5] or the Lee-Suzuki
transformation [17, 19], novel non-perturbative methods, such
as valence-space in-medium similarity renormalization group
(VS-IMSRG) [28], shell-model coupled cluster (SMCC) [29],
or the no-core shell model (NCSM) with a core based on the
Lee-Suzuki similarity transformation [30–33], are now available.
These non-perturbative approaches are firmly rooted in many-
body theory and provide somewhat different paths to Heff. They
can be derived in the same general theoretical framework by
expressing Heff as the result of a similarity transformation acting
on the original Hamiltonian,

Heff = eGHe−G , (11)

where the transformation is parameterized as the exponential of
a generator G, such that the decoupling condition

QHeffP = 0 (12)

is satisfied. Reference [4] contains a very detailed discussion of
how the different methods (perturbative and non-perturbative)
can be derived within such a general framework, as well
as descriptions of the corresponding approximation schemes
employed in each approach.

As stated in the Introduction, the present review aims to
describe in detail the perturbative approach to the derivation
of Heff; this is the focus of the next section. We refer to the
already cited review paper by Stroberg et al. [4] for an exhaustive
description of alternative methods.

3. PERTURBATIVE EXPANSION OF
EFFECTIVE SHELL-MODEL OPERATORS

3.1. The Lee-Suzuki Similarity
Transformation
In this subsection we present the formalism of the derivation
of the effective SM Hamiltonian based on the similarity
transformation introduced by Lee and Suzuki [19]. It is worth
noting that this approach has been very successful since it makes a
straightforward perturbative expansion ofHeff possible for open-
shell systems outside a closed core, whereas in other approaches,
such as the oscillator-based effective theory (HOBET) proposed
by Haxton and Song [34] or the coupled-cluster similarity
transformation [35], factorization of the core configurations
with respect to the valence nucleons is far more complicated
to perform.

We start from the Schrödinger equation for the A-nucleon
system, defined in the whole Hilbert space:

H|"ν⟩ = Eν |"ν⟩. (13)
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(excluded space), respectively. The operator P can be expressed
in terms of the vectors in Equation (6) as

P =
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|!i⟩⟨!i|. (8)

The projection operators P and Q satisfy the properties

P2 = P, Q2 = Q, PQ = QP = 0. (9)

The key idea of the effective SM interaction theory is to transform
the eigenvalue problem of Equation (1) into a reduced model-
space eigenvalue problem

PHeffP|"α⟩ = (Eα − EC)P|"α⟩, (10)

where EC is the true energy of the core, i.e., the true ground-state
energy of 16O in the present case.

As mentioned in the Introduction, there are two main
approaches to deriving Heff:

• a phenomenological approach;
• an approach that starts from the bare nuclear interactions and

makes use of an appropriate many-body theory.

In the phenomenological approach, empirical effective
interactions containing adjustable parameters are introduced

and modified to fit a certain set of experimental data, or the two-
body matrix elements themselves are treated as free parameters.
This approach has been very successful, and we refer to several
excellent reviews [2, 3, 25–27] for a comprehensive discussion of
the topic.

Currently there are several ways to derive an effective
SM Hamiltonian starting from the bare interactions between
nucleons. In fact, besides the well-established approaches based
on many-body perturbation theory [5] or the Lee-Suzuki
transformation [17, 19], novel non-perturbative methods, such
as valence-space in-medium similarity renormalization group
(VS-IMSRG) [28], shell-model coupled cluster (SMCC) [29],
or the no-core shell model (NCSM) with a core based on the
Lee-Suzuki similarity transformation [30–33], are now available.
These non-perturbative approaches are firmly rooted in many-
body theory and provide somewhat different paths to Heff. They
can be derived in the same general theoretical framework by
expressing Heff as the result of a similarity transformation acting
on the original Hamiltonian,

Heff = eGHe−G , (11)

where the transformation is parameterized as the exponential of
a generator G, such that the decoupling condition

QHeffP = 0 (12)

is satisfied. Reference [4] contains a very detailed discussion of
how the different methods (perturbative and non-perturbative)
can be derived within such a general framework, as well
as descriptions of the corresponding approximation schemes
employed in each approach.

As stated in the Introduction, the present review aims to
describe in detail the perturbative approach to the derivation
of Heff; this is the focus of the next section. We refer to the
already cited review paper by Stroberg et al. [4] for an exhaustive
description of alternative methods.

3. PERTURBATIVE EXPANSION OF
EFFECTIVE SHELL-MODEL OPERATORS

3.1. The Lee-Suzuki Similarity
Transformation
In this subsection we present the formalism of the derivation
of the effective SM Hamiltonian based on the similarity
transformation introduced by Lee and Suzuki [19]. It is worth
noting that this approach has been very successful since it makes a
straightforward perturbative expansion ofHeff possible for open-
shell systems outside a closed core, whereas in other approaches,
such as the oscillator-based effective theory (HOBET) proposed
by Haxton and Song [34] or the coupled-cluster similarity
transformation [35], factorization of the core configurations
with respect to the valence nucleons is far more complicated
to perform.

We start from the Schrödinger equation for the A-nucleon
system, defined in the whole Hilbert space:

H|"ν⟩ = Eν |"ν⟩. (13)
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As already mentioned, within the SM framework an auxiliary
one-body potential U is introduced to express the nuclear
Hamiltonian as the sum of an unperturbed one-body mean-field
term H0 and the residual interaction Hamiltonian H1. The full
Hamiltonian H is then rewritten in terms of H0 and H1, as in
Equations (2)–(4).

According to the nuclear SM described in the previous section,
the nucleus may be thought of as a frozen core, composed of a
number of nucleons which fill a certain number of energy shells
generated by the spectrum of the one-body HamiltonianH0, plus
a remainder of n interacting valence nucleons moving in the
mean field H0.

The large energy gap between the shells allows us to regard
the A − n core nucleons, which completely fill the shells that
are lowest in energy, as inert. The SP states accessible to the
valence nucleons are those belonging to the major shell situated
(in energy) just above the closed core. The configurations allowed
by the valence nucleons within this major shell define a reduced
Hilbert space, the model space, in terms of a finite subset of d
eigenvectors of H0, as expressed in Equation (6).

We then consider the projection operators P (see Equation 8)
and Q = 1 − P, which project from the complete Hilbert space
onto the model space and its complementary space, respectively,
and satisfy the properties in Equation (9).

The goal of an SM calculation is to reduce the eigenvalue
problem of Equation (13) to the model-space eigenvalue problem

HeffP|!α⟩ = EαP|!α⟩, α = 1, . . . , d, (14)

where Heff is defined only in the model space.
This means that we are looking for a new Hamiltonian H

whose eigenvalues are the same as those of the HamiltonianH for
theA-nucleon system but which satisfies the decoupling equation
between the model space P and its complement Q:

QHP = 0, (15)

which guarantees that the desired effective Hamiltonian is
Heff = PHP.

The HamiltonianH should be obtained by way of a similarity
transformation defined in the whole Hilbert space:

H = X−1HX. (16)

Of course, the class of transformation operators X that satisfy the
decoupling Equation (15) is infinite, and Lee and Suzuki [17, 19]
proposed an operator X defined as X = eω. Without loss of
generality, ω can be chosen to satisfy the following properties:

ω = QωP, (17)

PωP = QωQ = PωQ = 0. (18)

Equation (17) implies that

ω2 = ω3 = · · · = 0. (19)

According to the above equation, Xmay be written as X = 1+ω,
and consequently we have the following expression for Heff:

Heff = PHP = PHP + PHQω. (20)

The operator ω may be calculated by solving the decoupling
Equation (15), and the latter can be rewritten as

QHP + QHQω − ωPHP − ωPHQω = 0. (21)

This matrix equation is non-linear, and once the Hamiltonian
H is expressed explicitly in the whole Hilbert space, it can be
easily solved. Actually, this is not an easy task for nuclei with
mass A > 2, and, as mentioned in the previous section, this
approach has been employed only for light nuclei within the ab
initio framework.

A successful way to solve Equation (21) for SM calculations
is to use a vertex function, the Q̂-box, which is suitable for a
perturbative expansion. We now explain the Q̂-box approach to
deriving Heff. It is important to note that in the following we
assume our model space to be degenerate:

PH0P = ϵ0P. (22)

Then, thanks to the decoupling Equation (15), the effective
Hamiltonian Heff

1 = Heff − PH0P can be expressed as a function
of ω:

Heff
1 = PHP − PH0P = PH1P + PH1Qω. (23)

The above identity, the decoupling Equation (21), and the
properties ofH0 andH1 allow us to define recursively the effective
Hamiltonian Heff

1 . First, since H0 is diagonal, we can write the
following identity:

QHP = QH1P + QH0P = QH1P. (24)

Then, the decoupling Equation (21) can be rewritten in the form

QH1P + QHQω − ω(PH0P + PH1P + PH1Qω)

= QH1P + QHQω − ω(ϵ0P +Heff
1 ) = 0. (25)

Using this expression for the decoupling equation, we can write a
new identity for the operator ω:

ω = Q
1

ϵ0 − QHQ
QH1P − Q

1
ϵ0 − QHQ

ωHeff
1 . (26)

Finally, we obtain a recursive equation by substituting
Equation (26) into the identity (23):

Heff
1 (ω) = PH1P + PH1Q

1
ϵ0 − QHQ

QH1P

−PH1Q
1

ϵ0 − QHQ
ωHeff

1 (ω). (27)

We now define the Q̂-box vertex function as

Q̂(ϵ) = PH1P + PH1Q
1

ϵ − QHQ
QH1P, (28)
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1 ) = 0. (25)

Using this expression for the decoupling equation, we can write a
new identity for the operator ω:

ω = Q
1

ϵ0 − QHQ
QH1P − Q

1
ϵ0 − QHQ

ωHeff
1 . (26)

Finally, we obtain a recursive equation by substituting
Equation (26) into the identity (23):

Heff
1 (ω) = PH1P + PH1Q

1
ϵ0 − QHQ

QH1P

−PH1Q
1

ϵ0 − QHQ
ωHeff

1 (ω). (27)

We now define the Q̂-box vertex function as

Q̂(ϵ) = PH1P + PH1Q
1

ϵ − QHQ
QH1P, (28)
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and this allows us to express the recursive Equation (27) as

Heff
1 (ω) = Q̂(ϵ0)− PH1Q

1
ϵ0 − QHQ

ωHeff
1 (ω). (29)

As can be seen from both of the Equations (28) and (29),
configurations belonging to the Q space that have energy
close to the unperturbed energy of model-space configurations
(intruder states) may give unstable solutions of Equation (29).
This is the so-called “intruder-state problem” as pointed out
in references [36, 37] by Schucan and Weidenmüller. In the
following we first present two possible iterative techniques for
solving Equation (29), as suggested by Lee and Suzuki [17]. These
methods, which are based on calculation of the Q̂-box and its
derivatives, are known as the Krenciglowa-Kuo and Lee-Suzuki
techniques. In particular, we point out that in reference [17] it is
shown that the Lee-Suzuki iterative procedure is convergent even
when there are some intruder states. We will then present some
other approaches that generalize the derivation of Heff, based on
calculation of the Q̂-box, to unperturbed HamiltoniansH0 which
provide non-degenerate model spaces.

3.1.1. The Krenciglowa-Kuo Iterative Technique
The Krenciglowa-Kuo (KK) iterative technique for solving the
recursive Equation (29) is based on the coupling of Equations
(29) and (26), which gives the iterative equation

Heff
1 (ωn) =

∞
∑

m=0

[

−PH1Q

(

−1
ϵ0 − QHQ

)m+1

QH1P

]

[

Heff
1 (ωn−1)

]m. (30)

The quantity inside the first set of square brackets in
Equation (30), which will be denoted by Q̂m(ϵ0) from now on,
is proportional to the mth derivative of the Q̂-box calculated at
ϵ = ϵ0:

Q̂m(ϵ0) = −PH1Q

(

−1
ϵ0 − QHQ

)m+1

QH1P =
1
m!

[

dmQ̂(ϵ)
dϵm

]

ϵ=ϵ0

. (31)

We may then rewrite Equation (30) according to the above
identity as

Heff
1 (ωn) =

∞
∑

m=0

1
m!

[

dmQ̂(ϵ)
dϵm

]

ϵ=ϵ0

[

Heff
1 (ωn−1)

]m
=

∞
∑

m=0

Q̂m(ϵ0)
[

Heff
1 (ωn−1)

]m
. (32)

The starting point of the KK iterative method is the assumption
that Heff

1 (ω0) = Q̂(ϵ0), which enables us to rewrite Equation (32)
in the form

Heff =
∞
∑

i=0

Fi, (33)

where

F0 = Q̂(ϵ0),

F1 = Q̂1(ϵ0)Q̂(ϵ0),

F2 = Q̂2(ϵ0)Q̂(ϵ0)Q̂(ϵ0)+ Q̂1(ϵ0)Q̂1(ϵ0)Q̂(ϵ0),

...

(34)

Expression (33) is the well-known folded-diagram expansion
of the effective Hamiltonian introduced by Kuo and
Krenciglowa. In reference [38] they demonstrated the following
operatorial identity:

Q̂1Q̂ = −Q̂

∫

Q̂, (35)

where the integral sign corresponds to the so-called folding
operation introduced by Brandow in reference [15].

3.1.2. The Lee-Suzuki Iterative Technique
The Lee-Suzuki (LS) technique is another iterative procedure,
which is carried out by rearranging Equation (29) to obtain an
explicit expression for the effective Hamiltonian Heff

1 in terms of
the operators ω and Q̂ [17]:

Heff
1 (ω) =

(

1+ PH1Q
1

ϵ0 − QHQ
ω

)−1

Q̂(ϵ0). (36)

The iterative form of the above equation is

Heff
1 (ωn) =

(

1+ PH1Q
1

ϵ0 − QHQ
ωn−1

)−1

Q̂(ϵ0), (37)

and we may also write an iterative expression for Equation (26):

ωn = Q
1

ϵ0 − QHQ
QH1P − Q

1
ϵ0 − QHQ

ωn−1H
eff
1 (ωn). (38)

The standard procedure is to start the iteration by choosing ω0 =
0, so that we may write

Heff
1 (ω1) = Q̂(ϵ0),

ω1 = Q
1

ϵ0 − QHQ
QH1P.

After some algebra, the following identity can be established:

Q̂1(ϵ0) = −PH1Q
1

ϵ0 − QHQ
Q

1
ϵ0 − QHQ

QH1P = −PH1Q
1

ϵ0 − QHQ
ω1. (39)

Then for the n = 2 iteration we have

Heff
1 (ω2) =

(

1+ PH1
1

ϵ0 − QHQ
ω1

)−1

Q̂(ϵ0)

=
1

1− Q̂1(ϵ0)
Q̂(ϵ0),
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As already mentioned, within the SM framework an auxiliary
one-body potential U is introduced to express the nuclear
Hamiltonian as the sum of an unperturbed one-body mean-field
term H0 and the residual interaction Hamiltonian H1. The full
Hamiltonian H is then rewritten in terms of H0 and H1, as in
Equations (2)–(4).

According to the nuclear SM described in the previous section,
the nucleus may be thought of as a frozen core, composed of a
number of nucleons which fill a certain number of energy shells
generated by the spectrum of the one-body HamiltonianH0, plus
a remainder of n interacting valence nucleons moving in the
mean field H0.

The large energy gap between the shells allows us to regard
the A − n core nucleons, which completely fill the shells that
are lowest in energy, as inert. The SP states accessible to the
valence nucleons are those belonging to the major shell situated
(in energy) just above the closed core. The configurations allowed
by the valence nucleons within this major shell define a reduced
Hilbert space, the model space, in terms of a finite subset of d
eigenvectors of H0, as expressed in Equation (6).

We then consider the projection operators P (see Equation 8)
and Q = 1 − P, which project from the complete Hilbert space
onto the model space and its complementary space, respectively,
and satisfy the properties in Equation (9).

The goal of an SM calculation is to reduce the eigenvalue
problem of Equation (13) to the model-space eigenvalue problem

HeffP|!α⟩ = EαP|!α⟩, α = 1, . . . , d, (14)

where Heff is defined only in the model space.
This means that we are looking for a new Hamiltonian H

whose eigenvalues are the same as those of the HamiltonianH for
theA-nucleon system but which satisfies the decoupling equation
between the model space P and its complement Q:

QHP = 0, (15)

which guarantees that the desired effective Hamiltonian is
Heff = PHP.

The HamiltonianH should be obtained by way of a similarity
transformation defined in the whole Hilbert space:

H = X−1HX. (16)

Of course, the class of transformation operators X that satisfy the
decoupling Equation (15) is infinite, and Lee and Suzuki [17, 19]
proposed an operator X defined as X = eω. Without loss of
generality, ω can be chosen to satisfy the following properties:

ω = QωP, (17)

PωP = QωQ = PωQ = 0. (18)

Equation (17) implies that

ω2 = ω3 = · · · = 0. (19)

According to the above equation, Xmay be written as X = 1+ω,
and consequently we have the following expression for Heff:

Heff = PHP = PHP + PHQω. (20)

The operator ω may be calculated by solving the decoupling
Equation (15), and the latter can be rewritten as

QHP + QHQω − ωPHP − ωPHQω = 0. (21)

This matrix equation is non-linear, and once the Hamiltonian
H is expressed explicitly in the whole Hilbert space, it can be
easily solved. Actually, this is not an easy task for nuclei with
mass A > 2, and, as mentioned in the previous section, this
approach has been employed only for light nuclei within the ab
initio framework.

A successful way to solve Equation (21) for SM calculations
is to use a vertex function, the Q̂-box, which is suitable for a
perturbative expansion. We now explain the Q̂-box approach to
deriving Heff. It is important to note that in the following we
assume our model space to be degenerate:

PH0P = ϵ0P. (22)

Then, thanks to the decoupling Equation (15), the effective
Hamiltonian Heff

1 = Heff − PH0P can be expressed as a function
of ω:

Heff
1 = PHP − PH0P = PH1P + PH1Qω. (23)

The above identity, the decoupling Equation (21), and the
properties ofH0 andH1 allow us to define recursively the effective
Hamiltonian Heff

1 . First, since H0 is diagonal, we can write the
following identity:

QHP = QH1P + QH0P = QH1P. (24)

Then, the decoupling Equation (21) can be rewritten in the form

QH1P + QHQω − ω(PH0P + PH1P + PH1Qω)

= QH1P + QHQω − ω(ϵ0P +Heff
1 ) = 0. (25)

Using this expression for the decoupling equation, we can write a
new identity for the operator ω:

ω = Q
1

ϵ0 − QHQ
QH1P − Q

1
ϵ0 − QHQ

ωHeff
1 . (26)

Finally, we obtain a recursive equation by substituting
Equation (26) into the identity (23):

Heff
1 (ω) = PH1P + PH1Q

1
ϵ0 − QHQ

QH1P

−PH1Q
1

ϵ0 − QHQ
ωHeff

1 (ω). (27)

We now define the Q̂-box vertex function as

Q̂(ϵ) = PH1P + PH1Q
1

ϵ − QHQ
QH1P, (28)
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2. GENERAL OVERVIEW

As mentioned in the Introduction, the SM, introduced 70
years ago [20, 21], is based on the assumption that, as a
first approximation, each nucleon (proton or neutron) inside
the nucleus moves independently in a spherically symmetric
potential representing the average interaction with the other
nucleons. This potential is usually described by a Woods-Saxon
or harmonic oscillator potential plus a strong spin-orbit term.
Inclusion of the latter term is crucial to producing single-particle
states clustered in groups of orbits that are close in energy
(shells). Each shell is well-separated in energy from the other
shells, and this enables the nucleus to be schematized as an inert
core, made up of shells filled with neutrons and protons paired
to give a total angular momentum of J = 0+, plus a certain
number of external nucleons, the so-called “valence” nucleons.
This extreme single-particle SM is able to successfully describe
various nuclear properties [22], such as the angular momentum
and parity of the ground states in odd-mass nuclei. However, it is
clear that in order to describe the low-energy structure of nuclei
with two or more valence nucleons, the “residual” interaction
between the valence nucleons has to be considered explicitly,
where the term “residual” refers to that part of the interaction
which is not taken into account by the central potential. The
inclusion of the residual interaction removes the degeneracy of
states belonging to the same configuration and produces amixing
of different configurations.

Let us now use the simple nucleus 18O to introduce some
common terminology used in effective interaction theories.

Suppose we want to calculate the properties of the low-lying
states in 18O. Then we must solve the Schrödinger equation

H|!ν⟩ = Eν |!ν⟩, (1)

where

H = H0 +H1 (2)

with

H0 =
A

∑

i=1

(

p2i
2m

+ Ui

)

(3)

and

H1 =
A

∑

i<j=1

VNN
ij −

A
∑

i=1

Ui. (4)

An auxiliary one-body potential Ui has been introduced to
decompose the nuclear Hamiltonian as the sum of a one-
body term H0, which describes the independent motion of the
nucleons, and the residual interaction H1. It is worth pointing
out that in the following, for the sake of simplicity and without
any loss of generality, we will assume that the interaction between
the nucleons is described by a two-body force only, neglecting

FIGURE 1 | Energy shells that characterize the core, valence space, and

empty orbitals for 18O.

three-body contributions. The generalization of the formalism to
include three-nucleon forces may be found in references [23, 24].

It is customary to choose an auxiliary one-body potential
U of convenient mathematical form, such as the harmonic
oscillator potential

U =
A

∑

i=1

1
2
mωr2i . (5)

In Figure 1 we show the relevant portion of the H0 spectrum
for 18O.

We expect the wave functions of the low-lying states in 18O to
be dominated by components with a closed 16O core (i.e., the 0s
and 0p orbits are filled) and two neutrons in the valence orbits 1s
and 0d. Hence, we choose a model space spanned by the vectors

|$i⟩ =
∑

α,β∈valence space

Ci
αβ [a

†
αa

†
β ]i|c⟩, i = 1, . . . , d, (6)

where |c⟩ represents the unperturbed 16O core obtained by
completely filling the 0s and 0p orbits,

|c⟩ =
∏

α∈filled shells

a†
α|0⟩, (7)

and the index i stands for all the other quantum numbers needed
to specify the state (e.g., the total angular momentum).

To illustrate the situation, we show in Figure 2 some SM
configurations labeled in terms of particles and holes with respect
to the 16O core.

Solving Equation (1) using basis vectors like those shown
in Figure 2 amounts to diagonalizing the infinite matrix H in
Figure 3. This is infeasible, so we seek to reduce this huge matrix
to a smaller one, Heff, with the requirement that the eigenvalues
of the latter should belong to the set of eigenvalues of the former.
The notation |2p′ 0h⟩ represents a configuration with a closed
16O core plus two particles constrained to interact in the sd-shell.
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We expect the wave functions of the low-lying states in 18O to
be dominated by components with a closed 16O core (i.e., the 0s
and 0p orbits are filled) and two neutrons in the valence orbits 1s
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Solving Equation (1) using basis vectors like those shown
in Figure 2 amounts to diagonalizing the infinite matrix H in
Figure 3. This is infeasible, so we seek to reduce this huge matrix
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of the latter should belong to the set of eigenvalues of the former.
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nucleus. The heavier of these nuclei have been the subject of intense experimental investigation
and it is now believed that 28O is not a particle-stable nucleus even though it is expected to
have a doubly-closed shell structure according to the phenomenological shell model. It would
be very valuable to have converged ab initio NCFC results for 28O to probe whether realistic
potentials are capable of predicting its particle-unstable character.

We also include in Fig. 3 the estimated range that computer facilities of a given scale can
produce results with our current algorithms. As a result of these curves, we anticipate well
converged NCFC results for the first three isotopes of Oxygen will be achieved with Petascale
facilities since their curves fall near or below the upper limit of Petascale at Nmax = 10.

Dimensions of the natural parity basis spaces for another set of nuclei ranging up to A = 40 are
shown in Fig. 4. In addition, we include estimates of the upper limits reachable with Petascale
facilities depending on the rank of the potential. It is important to note that theoretically
derived 4N interactions are expected to be available in the near future. Though relatively less
important than 2N and 3N potentials, their contributions are expected to grow dramatically
with increasing A.

A significant measure of the computational burden is presented in Figs. 5 and 6 where
we display the number of non-zero many-body matrix elements as a function of the matrix
dimension (D). These results are for representative cases and show a useful scaling property. For
Hamiltonians with NN potentials, we find a useful fit F (D) for the non-zero matrix elements
with the function

F (D) = D + D1+ 12
14+ln D . (1)

The heavier systems displayed tend to be slightly below the fit while the lighter systems are
slightly above the fit. The horizontal red line indicates the expected limit of the Jaguar facility
(150,000 cores) running one of these applications assuming all matrix elements and indices are
stored in core. By way of contrast, we portray the more memory-intensive situation with NNN
potentials in Fig. 6, where we retain the fitted curve of Fig. 5 for reference. The horizontal red
line indicates the same limit shown in Fig. 5.
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Applications: oxygen isotopes

truncation of the many-body expansion, while the effect of
theNO2Bapproximation is found to be independent of!SRG.

For !3N ¼ 350 MeV=c we do not expect significant
induced 4N interactions [27]. As !SRG is reduced, we
capture additional repulsive 3N strength in matrix elements
with e1 þ e2 þ e3 # E3max. We also speed up the conver-
gence of the many-body expansion and reduce the error due
to the MR-IM-SRG(2) truncation, but for the resolution
scales considered here, this effect is already saturated. In
total, we find a slight artificial increase of the ground-state
energies as we lower !SRG [13].

For our standard choice !3N ¼ 400 MeV=c, effects
from omitted 4N interactions, the E3max cut, and the
many-body truncation cancel, and the !SRG dependence
of the energies in Fig. 2 is extremely weak [13]. The
omission of 4N interactions becomes the dominant source
of uncertainty as we increase!3N to 450 MeV=c, resulting
in an enhanced !SRG dependence of the ground-state ener-
gies of the heavier oxygen isotopes. This is consistent with
the even stronger !SRG dependence for!3N ¼ 500 MeV=c
observed in Refs. [23,26,27].

To assess the quality of our MR-IM-SRG(2) ground-
state energies, we compare them to results from the
IT-NCSM, which yields the exact NCSM results within
quantified uncertainties from the importance truncation
[26,32]. In the IT-NCSM calculations, we use the full
3N interaction without the NO2B approximation, and the
E3max cut is naturally compatible with the IT-NCSM
model-space truncation [13]. In Fig. 3 we show the
convergence of the oxygen ground-state energies for the
NN þ 3N-induced and NN þ 3N-full Hamiltonians as a
function of Nmax, along with exponential fits which ex-
trapolate Nmax ! 1 [26,32,33]. With the exception of 26O,
all isotopes converge well, and the uncertainties of the
threshold and model spaces truncations of the IT-NCSM
results are typically about 1 MeV. For 26O, the rate of
convergence is significantly worse, which is expected due
to the resonance nature of this ground state.

The neutron-rich oxygen isotopes are the heaviest nuclei
studied so far in the IT-NCSMwith full 3N interactions. For
26O, the computation of the complete Nmax sequence shown
in Fig. 3 requires about 200 000 CPU hours. In contrast, a
corresponding sequence of single-particle basis sizes in the
MR-IM-SRG requires only about 3000 CPU hours on a
comparable system.Overall, themethod scales polynomially
with OðN6Þ to larger basis sizes N, which makes it ideally
suited for the description ofmedium- and heavy-mass nuclei.

In Fig. 4, we compare the MR-IM-SRG(2) and
IT-NCSM ground-state energies of the oxygen isotopes, for
the NN þ 3N-induced and NN þ 3N-full Hamiltonians
with !SRG ¼ 1:88 fm&1 to experiment. For the latter, the
overall agreement between the twovery differentmany-body
approaches and experiment is striking: Except for slightly
larger deviations in 12O and 26O, we reproduce experimental
binding energies within 2–3 MeV. This is a remarkable

demonstration of the predictive power of current chiral
NN þ 3N Hamiltonians, at least for ground-state energies.
For further confirmation, we perform CC calculations with
singles and doubles (CCSD), as well as perturbative triples
[!-CCSD(T)] [15,22,34,35] for oxygen isotopes with sub-
shell closures. Using the same Hamiltonians in the NO2B
approximation, the MR-IM-SRG energies are bracketed
by the CC results, and similar to the !-CCSD(T) values,
consistentwith the closed-shell results discussed inRef. [13].
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results are obtained at optimal @", using 15 major oscillator
shells and E3max ¼ 14. The IT-NCSM energies are extrapolated
to infinite model space. Experimental values are indicated by
black bars [28,36].
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truncation of the many-body expansion, while the effect of
theNO2Bapproximation is found to be independent of!SRG.

For !3N ¼ 350 MeV=c we do not expect significant
induced 4N interactions [27]. As !SRG is reduced, we
capture additional repulsive 3N strength in matrix elements
with e1 þ e2 þ e3 # E3max. We also speed up the conver-
gence of the many-body expansion and reduce the error due
to the MR-IM-SRG(2) truncation, but for the resolution
scales considered here, this effect is already saturated. In
total, we find a slight artificial increase of the ground-state
energies as we lower !SRG [13].

For our standard choice !3N ¼ 400 MeV=c, effects
from omitted 4N interactions, the E3max cut, and the
many-body truncation cancel, and the !SRG dependence
of the energies in Fig. 2 is extremely weak [13]. The
omission of 4N interactions becomes the dominant source
of uncertainty as we increase!3N to 450 MeV=c, resulting
in an enhanced !SRG dependence of the ground-state ener-
gies of the heavier oxygen isotopes. This is consistent with
the even stronger !SRG dependence for!3N ¼ 500 MeV=c
observed in Refs. [23,26,27].

To assess the quality of our MR-IM-SRG(2) ground-
state energies, we compare them to results from the
IT-NCSM, which yields the exact NCSM results within
quantified uncertainties from the importance truncation
[26,32]. In the IT-NCSM calculations, we use the full
3N interaction without the NO2B approximation, and the
E3max cut is naturally compatible with the IT-NCSM
model-space truncation [13]. In Fig. 3 we show the
convergence of the oxygen ground-state energies for the
NN þ 3N-induced and NN þ 3N-full Hamiltonians as a
function of Nmax, along with exponential fits which ex-
trapolate Nmax ! 1 [26,32,33]. With the exception of 26O,
all isotopes converge well, and the uncertainties of the
threshold and model spaces truncations of the IT-NCSM
results are typically about 1 MeV. For 26O, the rate of
convergence is significantly worse, which is expected due
to the resonance nature of this ground state.

The neutron-rich oxygen isotopes are the heaviest nuclei
studied so far in the IT-NCSMwith full 3N interactions. For
26O, the computation of the complete Nmax sequence shown
in Fig. 3 requires about 200 000 CPU hours. In contrast, a
corresponding sequence of single-particle basis sizes in the
MR-IM-SRG requires only about 3000 CPU hours on a
comparable system.Overall, themethod scales polynomially
with OðN6Þ to larger basis sizes N, which makes it ideally
suited for the description ofmedium- and heavy-mass nuclei.

In Fig. 4, we compare the MR-IM-SRG(2) and
IT-NCSM ground-state energies of the oxygen isotopes, for
the NN þ 3N-induced and NN þ 3N-full Hamiltonians
with !SRG ¼ 1:88 fm&1 to experiment. For the latter, the
overall agreement between the twovery differentmany-body
approaches and experiment is striking: Except for slightly
larger deviations in 12O and 26O, we reproduce experimental
binding energies within 2–3 MeV. This is a remarkable

demonstration of the predictive power of current chiral
NN þ 3N Hamiltonians, at least for ground-state energies.
For further confirmation, we perform CC calculations with
singles and doubles (CCSD), as well as perturbative triples
[!-CCSD(T)] [15,22,34,35] for oxygen isotopes with sub-
shell closures. Using the same Hamiltonians in the NO2B
approximation, the MR-IM-SRG energies are bracketed
by the CC results, and similar to the !-CCSD(T) values,
consistentwith the closed-shell results discussed inRef. [13].
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to infinite model space. Experimental values are indicated by
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⦿ First ab initio calculations with NN+3N chiral interactions along the oxygen chain

○ Converged results achieved up to 24O

○ Unbound 26O harder to compute in HO basis

○ Role of “genuine” 3N forces evident
[Hergert et al. 2013]

Hergert, Binder, Calci, Langhammer, and Roth, Ab Initio Calculations of Even Oxygen Isotopes with Chiral Two-Plus-Three-Nucleon Interactions

https://inspirehep.net/literature/1221786


FM 3N contributions become significant with increasing N.
Figures 22(g) and 22(h) indicate that monopole components
are modified to be more repulsive from G matrix to SDPF-M
in the sd shell, except for the case with j ¼ j0 ¼ d3=2. Since
SDPF-M reproduces the experimental data rather well, this
general trend seems to suggest that a good fraction of the
effects of the FM 3NF, and perhaps other 3NFs in general, is
included empirically in shell-model interactions. It was argued
by Zuker (2003, 2005) that an effective NN interaction was
nearly perfect and that any deviation suggested by experiment
should be due to some three-body force.
The ground-state energies of oxygen isotopes are shown in

Fig. 39, where the 3NF changes them to be very close to
experimental values and places the dripline correctly. Figure 38
shows the key role of the FM 3NF for new magic numbers
N ¼ 14 between the 1d5=2 and 2s1=2 orbits (Stanoiu et al.,
2004), and N ¼ 16 between the 2s1=2 and 1d3=2 orbits (Ozawa
et al., 2000; Hoffman et al., 2008; Kanungo et al., 2009).

D. Ab initio approaches to nuclear structure

We discuss ab initio approaches to the nuclear structure
here. As there have been many activities regarding this topic
recently, a devoted review is needed, and we mainly discuss

certain recent outcomes related to the shell and structure
evolutions in exotic nuclei. Naturally, few-body systems have
been studied in ab initio ways, as reviewed by Leidemann and
Orlandini (2013). The GFMC (Pudliner et al., 1997; Pieper
and Wiringa, 2001; Pieper, 2005; Carlson et al., 2015) and
NCSM (Navrátil, Vary, and Barrett, 2000a, 2000b; Navrátil
et al., 2007; Barrett, Navrátil, and Vary, 2013) calculations
were started around 2000, showing that the structure of light
nuclei (up to A ∼ 10) can be described well from the nucleon-
nucleon forces (2NF) determined by the nucleon-nucleon
scattering combined with the 3NF appropriately determined.
In the meantime, the χEFT (van Kolck, 1994; Epelbaum
et al., 2002) was developed to construct nuclear forces in a
systematic expansion from leading to successively higher
orders (Entem and Machleidt, 2003; Epelbaum, 2006;
Epelbaum, Hammer, andMeißner, 2009), which are visualized
by diagrams showing nucleons interacting via π exchanges and
shorter-range contact terms; see the review by Machleidt and
Entem (2011). The interactions from the χEFT are modified to
be applicable to low-momentum phenomena by using the low-
momentum interactions V low k (Bogner, Kuo, and Schwenk,
2003) or by the similarity renormalization method (SRG)
(Bogner, Furnstahl, and Perry, 2007).
The right panel of Fig. 38 displays the ESPE calculated

from chiral low-momentum interactions V low k, including the
changes due to the leading [next-to-next-to-leading order
(N2LO)] 3N forces in χEFT (van Kolck, 1994; Epelbaum
et al., 2002) [see Figs. 37(f)–37(h)], as well as changes due to
Δ excitations (Bogner et al., 2009). The second from left panel
of Fig. 39 shows the ground-state energy of oxygen isotopes
calculated with these interactions, depicting good agreement
with experiment (Otsuka, Suzuki, Holt et al., 2010).
A similar shell evolution is seen in exotic Ca isotopes,

where the inclusion of 3NF effects raises ESPE’s of the
pf-shell neutron orbits (Holt et al., 2012; Otsuka and
Suzuki, 2013).
The coupled-cluster (CC) calculations (Hagen et al., 2008,

2009, 2010) started with the 2NF obtained as the next-to-next-
to-next-to-leading order (N3LO) χEFT interaction. The N2LO
3NF was included in the CC calculation (Hagen et al., 2012a,
2012b) for O and Ca isotopes, with results consistent with
those just mentioned. Figure 40 shows the 2þ1 level of Ca
isotopes calculated by the CC method (Hagen et al., 2012b),

∆
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∆

∆

FIG. 38. ESPE of neutron 1d5=2, 2s1=2, and 1d3=2 orbitals
measured from the energy of 16O as a function of N. The ESPEs
calculated (left panel) from a G matrix and (right panel) from
low-momentum interactions V low k are shown. The changes due to
3N forces based on Δ excitations are highlighted by the shaded
areas. Adapted from Otsuka, Suzuki, Holt et al., 2010.

FIG. 39. (Left and second from left panels) Ground-state energies of oxygen isotopes including processes shown in the second from
right panel. Adapted from Otsuka, Suzuki, Holt et al., 2010. (Right panel) The ground-state energies calculated in several χEFT
approaches (Hergert et al., 2016). From Hergert et al., 2016.

Otsuka et al.: Evolution of shell structure in exotic nuclei
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Shell model: Predictions

FM 3N contributions become significant with increasing N.
Figures 22(g) and 22(h) indicate that monopole components
are modified to be more repulsive from G matrix to SDPF-M
in the sd shell, except for the case with j ¼ j0 ¼ d3=2. Since
SDPF-M reproduces the experimental data rather well, this
general trend seems to suggest that a good fraction of the
effects of the FM 3NF, and perhaps other 3NFs in general, is
included empirically in shell-model interactions. It was argued
by Zuker (2003, 2005) that an effective NN interaction was
nearly perfect and that any deviation suggested by experiment
should be due to some three-body force.
The ground-state energies of oxygen isotopes are shown in

Fig. 39, where the 3NF changes them to be very close to
experimental values and places the dripline correctly. Figure 38
shows the key role of the FM 3NF for new magic numbers
N ¼ 14 between the 1d5=2 and 2s1=2 orbits (Stanoiu et al.,
2004), and N ¼ 16 between the 2s1=2 and 1d3=2 orbits (Ozawa
et al., 2000; Hoffman et al., 2008; Kanungo et al., 2009).

D. Ab initio approaches to nuclear structure

We discuss ab initio approaches to the nuclear structure
here. As there have been many activities regarding this topic
recently, a devoted review is needed, and we mainly discuss

certain recent outcomes related to the shell and structure
evolutions in exotic nuclei. Naturally, few-body systems have
been studied in ab initio ways, as reviewed by Leidemann and
Orlandini (2013). The GFMC (Pudliner et al., 1997; Pieper
and Wiringa, 2001; Pieper, 2005; Carlson et al., 2015) and
NCSM (Navrátil, Vary, and Barrett, 2000a, 2000b; Navrátil
et al., 2007; Barrett, Navrátil, and Vary, 2013) calculations
were started around 2000, showing that the structure of light
nuclei (up to A ∼ 10) can be described well from the nucleon-
nucleon forces (2NF) determined by the nucleon-nucleon
scattering combined with the 3NF appropriately determined.
In the meantime, the χEFT (van Kolck, 1994; Epelbaum
et al., 2002) was developed to construct nuclear forces in a
systematic expansion from leading to successively higher
orders (Entem and Machleidt, 2003; Epelbaum, 2006;
Epelbaum, Hammer, andMeißner, 2009), which are visualized
by diagrams showing nucleons interacting via π exchanges and
shorter-range contact terms; see the review by Machleidt and
Entem (2011). The interactions from the χEFT are modified to
be applicable to low-momentum phenomena by using the low-
momentum interactions V low k (Bogner, Kuo, and Schwenk,
2003) or by the similarity renormalization method (SRG)
(Bogner, Furnstahl, and Perry, 2007).
The right panel of Fig. 38 displays the ESPE calculated

from chiral low-momentum interactions V low k, including the
changes due to the leading [next-to-next-to-leading order
(N2LO)] 3N forces in χEFT (van Kolck, 1994; Epelbaum
et al., 2002) [see Figs. 37(f)–37(h)], as well as changes due to
Δ excitations (Bogner et al., 2009). The second from left panel
of Fig. 39 shows the ground-state energy of oxygen isotopes
calculated with these interactions, depicting good agreement
with experiment (Otsuka, Suzuki, Holt et al., 2010).
A similar shell evolution is seen in exotic Ca isotopes,

where the inclusion of 3NF effects raises ESPE’s of the
pf-shell neutron orbits (Holt et al., 2012; Otsuka and
Suzuki, 2013).
The coupled-cluster (CC) calculations (Hagen et al., 2008,

2009, 2010) started with the 2NF obtained as the next-to-next-
to-next-to-leading order (N3LO) χEFT interaction. The N2LO
3NF was included in the CC calculation (Hagen et al., 2012a,
2012b) for O and Ca isotopes, with results consistent with
those just mentioned. Figure 40 shows the 2þ1 level of Ca
isotopes calculated by the CC method (Hagen et al., 2012b),
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FIG. 38. ESPE of neutron 1d5=2, 2s1=2, and 1d3=2 orbitals
measured from the energy of 16O as a function of N. The ESPEs
calculated (left panel) from a G matrix and (right panel) from
low-momentum interactions V low k are shown. The changes due to
3N forces based on Δ excitations are highlighted by the shaded
areas. Adapted from Otsuka, Suzuki, Holt et al., 2010.

FIG. 39. (Left and second from left panels) Ground-state energies of oxygen isotopes including processes shown in the second from
right panel. Adapted from Otsuka, Suzuki, Holt et al., 2010. (Right panel) The ground-state energies calculated in several χEFT
approaches (Hergert et al., 2016). From Hergert et al., 2016.

Otsuka et al.: Evolution of shell structure in exotic nuclei

Rev. Mod. Phys., Vol. 92, No. 1, January–March 2020 015002-34

• Neutron Single Particle Energies (SPE) of the oxygen isotopes starting from the 
stable O to heavier ones with more neutrons. The SPEs calculated with NN 
interactions in the G-matrix formalism put the neutron dripline incorrectly 
beyond 28O.  

• The repulsive 3N contributions become significant with increasing N.  

• The general trend seems to suggest that a good fraction of the effects of the 
3NF, and perhaps other 3NFs in general, is included empirically in shell-model 
interactions.  

• The 3NF changes them to be very close to experimental values and places the 
dripline correctly.

Otsuka, Gade, Sorlin, Suzuki, and Utsuno, Evolution of shell structure in exotic nuclei 
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No-core shell model

PRIYANKA CHOUDHARY et al. PHYSICAL REVIEW C 107, 014309 (2023)

FIG. 2. Excited-state spectra for 10,12,14C obtained from the NCSM at their respective optimal frequencies, utilizing four interactions: (i)
CDB2K, (ii) INOY, (iii) N3LO, and (iv) N2LOopt. 10C is calculated at Nmax = 10, while 12,14C are computed at Nmax = 8. Convergence in Nmax

is shown using the CDB2K interaction. Experimental energies are taken from Ref. [72].

and 24 h̄! for the CDB2K, INOY, N3LO, and N2LOopt in-
teractions, respectively. The correct spin-parity of the g.s.
is reproduced as anticipated. Looking at the first-excited 2+

1
state, we see that across all interactions the NCSM has a ten-
dency to overbind this particular state. Furthermore, looking
at the excited 2+

2 state, the energy difference between the
NCSM state and the experimental value is large across all

interactions. Using the experimental spectra as reference, we
see that the NCSM is incapable of reproducing the energy
of the excited 0+

2 state, i.e., the Hoyle state, which exists at
about 7.65 MeV. The NCSM tends to underbind this state
drastically and estimates energy around 15 MeV for the var-
ious interactions. At the reached basis spaces, the structure
of the calculated 0+

2 state does not have the α clustering

014309-6

PRIYANKA CHOUDHARY et al. PHYSICAL REVIEW C 107, 014309 (2023)

FIG. 12. Translation invariant local g.s. neutron densities for 10,11,12C computed with Nmax = 0–8 models spaces and 13,14C computed
with Nmax = 0–6 model spaces. The local density partial-wave component shown is for zero transition momentum (K = 0). Densities were
calculated using the CDB2K interaction with an oscillator frequency of 14 MeV.

INOY, N3LO, and N2LOopt, and comparison of NCSM results
using these interactions have been carried out to deter-
mine best-suited interaction. Low-lying energy spectra are
investigated in the basis size of up to 10h̄! for 10C and
8h̄! for 11–14C. The triple-alpha structure of the 0+

2 state
in 12C is obtained at high excitation energy even in the

Nmax = 8 basis space calculation. It is expected that conver-
gence of this state would be obtained at larger Nmax. The
energy of both the T = 0 and T = 1 1+ states of 12C from
ab initio calculations are consistent with experiment. Re-
garding the energy of the g.s. and some excited states, we
generally find that the INOY interaction provides the best

014309-16

conjugation and rotation in isospin space [37]. It connects
the pion-exchange physics, so even in the N̄N case the
long-range physics is completely determined by chiral
dynamics. In Ref. [37], Dai et al. developed a p̄N potential
at N3LO in analogy with the corresponding NN potential
presented in Refs. [38,39,46], with the same power count-
ing and a regularization scheme in the coordinate space. It
seems that such a local scheme could avoid problems with
the long-range part of the interaction due to pion exchange
that, of course, should not be affected by any regularization
procedure. We are aware of the many theoretical aspects
beyond the regularization procedures (see Ref. [47] and
references therein) and more studies will be needed in the
future. In Ref. [37], five different potentials are provided
with different values of the coordinate space cutoff R, that
reproduce with almost the same quality the N̄N phase
shifts. In the present work we employ the R ¼ 0.9 fm
version.
In Fig. 1 our results for the differential cross sections of

elastic antiproton scattering off 4He and 12C, computed at
the antiproton laboratory energy of 180 MeV, and 16;18O at
178 MeV are presented and compared with the experi-
mental data. Our model provides a very good description of
the data for all the target nuclei considered. In particular, it

is remarkable the agreement in correspondence of the first
minimum of the diffraction pattern for all the targets and the
general reproduction of the data for 18O, since this is an sd
nucleus and is on the borderline of applicability of
the NCSM.
One of the advantages of using aNN or a N̄N interaction

in the ChPT scheme is the ability to estimate the theoretical
error associated with the truncation of the potential at a
certain order of the chiral expansion. In Fig. 2 we display
the convergence pattern of the differential cross section for
the 12Cðp̄; p̄Þ12C reaction computed at different chiral
orders. For a consistent comparison, all the calculations
have been performed with the p̄N and NN interactions at
the same order in the chiral expansion. For the calculation
of the density at N2LO and N3LO we included the 3N force
at N2LO with the couplings cD and cE constrained to the
triton half-life and binding energy. This produced two more
fits of these parameters [51], different from those employed
with the NN N4LO interaction, to be used with the NN
interaction at the same chiral order. All these results are
displayed in Fig. 2. As can be seen in the figure, at the
leading order (LO) the calculated cross section is in clear
disagreement with data and has a minimum at about 33°,
which is more than 2 orders of magnitude lower than the
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FIG. 1. Differential cross sections as a function of the center-of-mass scattering angle for elastic antiproton scattering off different
target nuclei. The results were obtained using Eq. (1), where the tp̄N matrix is computed with the p̄N chiral interaction of Ref. [37] and
the one-body trinv nonlocal density matrices are computed with the NCSM method using two- [32] and three-nucleon [33,34] chiral
interactions. Experimental data from Refs. [48–50].
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IMPACT OF THREE-BODY FORCES ON ELASTIC … PHYSICAL REVIEW C 103, 024604 (2021)

FIG. 5. The same as in Fig. 2 but for 12C and for different
energies (122, 160, 200, and 300 MeV). Experimental data from
Refs. [83–87].

100 MeV in Fig. 2 is anyhow reasonably described by the
model. We note that even in the case of the cross section at
100 MeV the impact of the 3N contribution, although small,
does not improve but rather worsens the agreement with the
experimental data.

We conclude the analysis of the results for 16O by showing
in Fig. 4 a comparison of the differential cross section, analyz-
ing power, and spin rotation as functions of the center-of-mass
scattering angle for different combinations of the low-energy
constants cD and cE . The theoretical prediction with only the
pN chiral interaction of Ref. [54] (red lines) are compared
in the figure with the results generated switching on and off
the effective 3N contributions. Since the dependence on cD
and cE is very weak, it is reasonable to state that the main
contribution of the 3N force comes from the 3N-2π exchange
diagrams, that depend only on c1, c3, and c4.

We continue our analysis with the results for 12C: We plot
the differential cross section (Fig. 5) and analyzing power
(Fig. 6) as functions of the center-of-mass scattering angle at
different energies (122, 166, 200, and 300 MeV) in compari-
son with the experimental data [83–87]. No results are shown
for the spin rotation because no experimental data at these
energies are available. In the carbon case we observe the same
pattern as for oxygen and we can draw the same conclusions.
Genuine 3N forces appear to have a very small impact on the
cross sections, for all the considered energies of the projectile

FIG. 6. The same as in Fig. 3 but for 12C and for differ-
ent energies (122, 160, and 200 MeV). Experimental data from
Refs. [83–85].

and clearly improve the description of the experimental data
for polarization observables. The first minimum of Ay is satis-
factorily reproduced both in respect to the angular dependence
and the magnitude.

For the carbon case we also performed an order-by-order
analysis in terms of the chiral order expansion. In Fig. 7 we
show the differential cross sections dσ/d# as functions of the
center-of-mass scattering angle for elastic proton scattering
off 12C at 200 MeV at different orders of the chiral expansion.
Since 3N forces start to appear at N 2LO, at lower orders they
are not included and the predictions are plotted as lines and
not bands. Starting from N 2LO, the bands are obtained when
the matter density at which the 3N contributions are calculated
is allowed to vary in the interval 0.08 fm−3 ! ρ ! 0.13 fm−3.
At each order, we refitted cD and cE to ensure consistency
[80], following the same prescriptions explained in the pre-
vious section. To ensure complete consistency, we used the
same potentials both in the NCSM calculations and in the
projectile-target interaction. The uncertainties from the chiral
expansion at a certain order can be estimated as the difference
between the result at that order and the result at the next order.
The uncertainty at N4LO is estimated as the N3LO−N4LO
difference times Q/%, where Q is some average momentum
(or the pion mass) and % = 500 MeV. From the figure we can
see that the difference between N3LO and N4LO is small and,

024604-7

Choudhary, Srivastava ,Gennari, and Navrátil, Ab initio no-core shell-model description of 10–14C isotopes 
Vorabbi, Gennari, Finelli ,Giusti, Navrátil, and Machleidt, Impact of three-body forces on elastic nucleon-nucleus scattering observables  
Vorabbi, Gennari, Finelli ,Giusti ,and Navrátil,  Elastic Antiproton-Nucleus Scattering from Chiral Forces 
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The nuclear many-body problem (vii)
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Ĥ| ni = En| niFor a system of A = N + Z particles
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T̂ =
AX

i=1

p̂2
i

2mi

Kinetic energy
<latexit sha1_base64="kliFRrzWCr89cT1BCSA9s8JG/wY=">AAACa3icdZFLTwIxFIU74wPEF8pOXTQSEo2GzKBBFyxQNy4xETRhcNIpBQrtzKTtmJDJ/E/duvcvGMvDB6A3afLl3J7cm3O9kFGpLOvVMJeWV1ZT6bXM+sbm1nZ2Z7chg0hgUscBC8SjhyRh1Cd1RRUjj6EgiHuMPHiDm1H/4ZkISQP/Xg1D0uKo69MOxUhpyc0KR0bcjWmlnzxdQaeHVNxI3LjkJfAodjwOReLSU/iF/WN4Ar8tFTiYcZ395/rBwTF0s3mraI0LLoI9hTyYVs3NvjntAEec+AozJGXTtkLVipFQFDOSZJxIkhDhAeqSpkYfcSJb8TibBBa00oadQOjnKzhWfztixKUccr15gSPVk/O9kfhnz+Nzk1XnshVTP4wU8fFkcCdiUAVwFDxsU0GwYkMNCAuqd4e4hwTCSp8no0Ox5yNYhEapaJeL5bvzfPV6Gk8a7INDcARscAGq4BbUQB1g8AI+jJSRNt7NnLlnHky+msbUkwMzZRY+AZc2ubQ=</latexit>

AX

i<j

V̂2b(ri, rj) +
AX

i<j<k

V̂3b(ri, rj , rk)

Two- and three-body potential

Try to solve the nuclear Schrödinger problem from a ab-initio approach 

“exact” or, at least, 
formally exact

“realistic interaction”
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Alternative approaches: Self-consistent Green Functions

Green’s function techniques

⦿ The goal is to solve the A-body Schrödinger equation

⦿ Instead of working with the full A-body wave function            , rewrite the Schrödinger equation 
in terms of 1-, 2-, …. A-body objects G1=G, G2, … GA (Green’s functions)

⦿ 1-, 2-, …. A-body Green’s functions yield expectation values of 1-, 2-, …. A-body operators

⦿ One-body Green’s function obtained by solving Dyson equation (derived from Schrödinger eq.)

⦿ Bonus: one-body Green’s function contains information about A±1 excitation energy spectra

➟ Spectral or Lehmann representation of the Green’s function

➟ In practice, one usually needs 1- and/or 2-body GFs (~ 1- & 2-body density matrices)

8
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G = G(0) +G(0) ΣG

unperturbed Green’s function many-body effects contained in the self-energy Σ
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➟ A-1 coupled equations

Dyson equation

unperturbed Green’s function many-body effects contained in the self-energy Σ

The problem is simplified by 
truncating the expansion of 
G in terms of 1-particle, 2-
particle objects 

Barbieri and Carbone, Self-consistent Green’s function approaches 

4 Carlo Barbieri and Arianna Carbone

= + ⌃⇤

a)

= + ⌃⇤

b)

Fig. 1.1 Diagrammatic representations of the Dyson equation. The diagram on the left represents Eq. (1.3a),
while its conjugate equation (1.3b) is shown to the right. Single lines with an arrow represent the unperturbed
propagator g(0)(w) and double lines are the fully dressed propagator g(w) of Eq. (1.2). Both equations, when
expanded in terms of g(0)(w), give rise to the same series of diagrams for the correlated propagator.

tial that each fermion feels due to the interactions with the medium. For frequencies w > 0,
the solution of Eqs. (1.3) yields a continuum spectrum with EA+1

n > EA
0
and the state |Y A+1

n i

describes the elastic scattering of the additional nucleon off the |Y A
0

i target. It can be show
that S ?(w) is an exact optical potential for scattering of a particle from the many-body tar-
get [26–28]. The Dyson equation is nonlinear in its solution, g(w), and thus it corresponds
to an all-orders resummation of diagrams involving the self-energy. The Feynman diagrams
corresponding to both forms of the Dyson equation are shown in Fig. 1.1. In both cases, by
recursively substituting the exact Green’s function (indicated by double lines) that appears
on the right hand side with the whole equation, one finds a unique expansion in terms of the
unperturbed g(0)(w) and the irreducible self-energy. The solution of Eqs. (1.3) is referred to
as dressed propagators since it formally results by ‘dressing’ the free particle by repeated
interactions with the system (S ?(w)).

A full knowledge of the self-energy S ?(w) (see Eqs. (1.3)) would yield the exact solution
for g(w) but in practice this has to be approximated somehow. Standard perturbation theory,
expands S ?(w) in a series of terms that depend on the interactions and on the unperturbed
propagator g(0)(w). However, it is also possible to rearrange the perturbative expansion in di-
agrams that depend only on the exact dressed propagator itself (that is, S ? = S ?[g(w)]). Since
any propagator in this diagrammatic expansion is already dressed, one only needs to consider
a smaller set of contributions—the so-called skeleton diagrams. These are diagrams that do
not explicitly include any self-energy insertion, as these are already generated by Eqs. (1.3).
We will discuss these aspects in more detail in Sec. 1.2.2. For the present discussion, we only
need to be aware that the functional dependence of S ?[g(w)] requires an iterative procedure
in which S ?(w) and Eqs. (1.3) are calculated several times until they converge to a unique so-
lution. This approach defines the SCGF method and it is particularly important since it can be
shown that full self-consistency allows to exactly satisfy fundamental symmetries and conser-
vations laws [29,30]. In practical applications, and especially in finite systems, this scheme
may not be achievable exactly and self-consistency is implemented only partially for the most
important contributions. Normally this is still sufficient to obtain highly accurate results. We
will present suitable approximation schemes to calculate the self-energy in the following sec-
tions. In particular, we will focus on the ADC(n) method that can be applied with discretized
bases in finite and infinite systems in Secs. 1.3 and 1.4. The case of extended systems at finite
temperature is discussed in Sec. 1.5. Before going into the actual approximation schemes, we
need to see how experimental quantities can be calculated once the one-body propagator is
known, as well as to discuss the basic results of perturbation theory.

Through the one-body Green’s function:  
• Ground-state energy 
• One-body observables (radii, densities…) 
• Spectroscopy of the A ± 1-body systems  
• Elastic nucleon-nucleus scattering 

Benchmarks

Oxygen binding energies

2N

2N+3N

[Hebeler et al. 2015]

○ Different strategies to solve HΨ=EΨ

⦿ Convergence of many-body results

○ Same input Hamiltonian (except lattice EFT)

○ All methods agree within 5%

○ Energy trend reproduced by 2N+3N results

⦿ Physics of oxygen isotopes

○ Correct drip line only with 3N forces
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Alternative approaches: Self-consistent Green Functions

Green’s function techniques

⦿ The goal is to solve the A-body Schrödinger equation

⦿ Instead of working with the full A-body wave function            , rewrite the Schrödinger equation 
in terms of 1-, 2-, …. A-body objects G1=G, G2, … GA (Green’s functions)

⦿ 1-, 2-, …. A-body Green’s functions yield expectation values of 1-, 2-, …. A-body operators

⦿ One-body Green’s function obtained by solving Dyson equation (derived from Schrödinger eq.)

⦿ Bonus: one-body Green’s function contains information about A±1 excitation energy spectra

➟ Spectral or Lehmann representation of the Green’s function

➟ In practice, one usually needs 1- and/or 2-body GFs (~ 1- & 2-body density matrices)
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➟ A-1 coupled equations

Dyson equation

Arthuis, Barbieri Vorabbi, and Finelli, Ab Initio Computation of Charge Densities for Sn and Xe Isotopes

Reproducing the SCRIT experiment data

[Arthuis, Barbieri, Vorabbi, Finelli, arXiv:2002.02214 (2020)]

Hamiltonian

• Chiral EFT
Bare NNLOsat
Bare NN+3Nlnl

• E�ective 3NF

Basis parameters
• ~� = 10 to 14 MeV
• Nmax = 11 ≠ 13
• E3max = 16

• NNLOsat results reproduce the SCRIT data almost everywhere
• NN+3Nlnl fails as expected from underestimated radius
Theory and experiment can be compared in the heavy mass sector

P. Arthuis - Surrey SCGF Calculations of Charge Radii and Distribution up to A=140 15/18
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Alternative approaches: Coupled Cluster
Coester and Kümmel developed the ideas that led to coupled cluster theory in the late 1950s. The correlated wave 
function of a many-body system | Ψ⟩ can be formulated as an exponential of correlation operators T acting on a 
reference state

336 J.G. Lietz et al.

8.6 Coupled Cluster Theory

Coester and Kümmel [69–71] developed the ideas that led to coupled cluster theory
in the late 1950s. The correlated wave function of a many-body system j ! i can
be formulated as an exponential of correlation operators T acting on a reference
state j ˚i,

j ! i D exp
!
OT
"
j ˚i:

We will discuss how to define the operators later in this work. This simple ansatz
carries enormous power. It leads to a non-perturbative many-body theory that
includes summation of ladder diagrams [30], ring diagrams [72], and an infinite-
order generalization of many-body perturbation theory [73]. Developments and
applications of coupled cluster theory took different routes in chemistry and nuclear
physics. In quantum chemistry, coupled cluster developments and applications have
proven to be extremely useful, see for example the review by Barrett and Musial as
well as the recent textbook by Shavitt and Bartlett [35]. Many previous applications
to nuclear physics struggled with the repulsive character of the nuclear forces and
limited basis sets used in the computations [71]. Most of these problems have
been overcome during the last decade and coupled cluster theory is one of the
computational methods of preference for doing nuclear physics, with applications
ranging from light nuclei to medium-heavy nuclei, see for example the recent
reviews [17, 19, 23, 38].

8.6.1 A Quick Tour of Coupled Cluster Theory

The ansatz for the ground state is given by

j!0i D j!CCi D e OT j˚0i D
 

AX

nD1

1

nŠ
OTn

!
j˚0i;

where A represents the maximum number of particle-hole excitations and OT is the
cluster operator defined as

OT D OT1 C OT2 C : : :C OTA

OTn D
#
1

nŠ

$2 X

i1;i2;:::in
a1;a2;:::an

ta1a2:::ani1i2:::in a#a1a
#
a2 : : : a

#
anain : : : ai2ai1 :
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The energy is given by

ECC D h˚0jHj˚0i;

where H is a similarity transformed Hamiltonian

H D e! OT OHNe
OT

OHN D OH ! h˚0j OHj˚0i:

The coupled cluster energy is a function of the unknown cluster amplitudes
ta1a2:::ani1i2:::in , given by the solutions to the amplitude equations

0 D h˚a1:::an
i1:::in jHj˚0i: (8.27)

In order to set up the above equations, the similarity transformed Hamiltonian H is
expanded using the Baker-Campbell-Hausdorff expression,
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and simplified using the connected cluster theorem [35]
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We will discuss parts of the derivation below. For the full derivation of these
expressions, see for example [35].

A much used approximation is to truncate the cluster operator OT at the n D
2 level. This defines the so-called singles and doubles approximation to the
coupled cluster state function, normally shortened to CCSD. The coupled cluster
wavefunction is now given by

j"CCi D e OT1C OT2 j˚0i
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OT1 D
X

ia

tai a
#
aai

OT2 D
1

4

X

ijab

tabij a
#
aa
#
bajai:

The amplitudes t play a role similar to the coefficients C in the shell-model
calculations. They are obtained by solving a set of non-linear equations similar
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j˚i. Another important property is that we can freely anticommute creation and
annihilation operators within a normal-ordered string (see Problem 10.2):

˚
: : : a!i aj : : :

!
D !

˚
: : : aja

!
i : : :

!
: (10.85)

As an example, we consider an intrinsic nuclear A-body Hamiltonian containing
both NN and 3N interactions,

H D
"
1 ! 1OA

#
OT Œ1" C 1

OA
OT Œ2" C OV Œ2" C OV Œ3" ; (10.86)

where the one- and two-body kinetic energy terms are
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i

Op2i
2m

; (10.87)

OT Œ2" " ! 1
m

X

i<j

Opi # Opj (10.88)

(see Sect. 10.2.4.2 and [86]). Choosing a single Slater determinant j˚i as the
reference state, we can rewrite the Hamiltonian exactly in terms of normal-ordered
operators,
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(10.89)

where the labels for the individual contributions have been chosen for historical
reasons. For convenience, we will work in the eigenbasis of the one-body density
matrix in the following, so that

$ab D naıab ; na 2 f0; 1g : (10.90)

The individual normal-ordered contributions in Eq. (10.89) are then given by
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(10.92)

Wick theorem

514 H. Hergert et al.

If we now truncate operators to the normal-ordered two-body level, we keep all the
in-medium contributions of the induced 3N terms, and retain information that we
would have lost in the free-space evolution. These in-medium contributions contin-
uously feed into the 0B, 1B, and 2B matrix elements of the flowing Hamiltonian as
we integrate Eq. (10.8).

10.3.2.2 The IMSRG(2) Scheme

The evolution of the Hamiltonian or any other observable by means of the flow
equation (10.8) is a continuous unitary transformation in A-nucleon space only if
we keep up to induced A-nucleon forces. Because an explicit treatment of induced
contributions up to the A-body level is simply not feasible, we have to introduce a
truncation to close the system of flow equations.

As explained in the previous subsection, we can make such truncations more
robust if we normal order all operators with respect to a reference state that is a
fair approximation to the ground state of our system (or another exact eigenstate
we might want to target). Here, we choose to truncate operators at the two-
body level, to avoid the computational expense of treating explicit three-body
operators. For low-momentumNNC 3N Hamiltonians, the empirical success of the
NO2B approximation mentioned at the end of Sect. 10.3.1.1 seems to support this
truncation: The omission of the normal-ordered3N term in exact calculations causes
deviations of only! 1% in the oxygen, calcium, and nickel isotopes [48, 103, 119].

Following this line of reasoning, we demand that for all values of the flow
parameter s

O!.s/ " O!.1/.s/C O!.2/.s/ ; (10.100)

OH.s/ " E.s/C f .s/C " .s/ ; (10.101)

d
ds
OH.s/ " d

ds
E.s/C d

ds
f .s/C d

ds
" .s/ : (10.102)

This is the so-called IMSRG(2) truncation, which has been our primary workhorse
in past applications [46, 51–53, 72, 101, 121]. It is the basis for all results that
we will discuss in the remainder of this chapter. The IMSRG(2) is a cousin to
Coupled Cluster with Singles and Doubles (CCSD) and the ADC(3) scheme in Self-
Consistent Green’s Function Theory (see Chaps. 8 and 11). Since all three methods
(roughly) aim to describe the same type and level of many-body correlations, we
expect to obtain similar results for observables.

Let us introduce the permutation symbol Pij to interchange the indices of any
expression, i.e.,

Pijg.: : : ; i; : : : ; j/ # g.: : : ; j; : : : ; i/ ; (10.103)

IMSRG2
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FIGURE 4 | Schematic view of correlations in nuclei. Solid circles indicate

nucleons, transparent circles hole states, and dashed ellipses indicate

correlations between nucleons. Certain 2p2h, 3p3h and higher correlations

(indicated in blue) are built into a correlated wave function that then serves as

the reference state for an MR-IMSRG(2) calculation (capturing correlations

indicated in red), while up to an IMSRG(A) calculation would be needed for an

equivalent description in the conventional framework.

irreducible k-body density matrices λ(k):

λpq ≡ ρpq , (25)

λpqrs ≡ ρpqrs − ρprρqs + ρqrρps , (26)

etc. The irreducible densities matrices encode the correlation
content of an arbitrary reference state |#⟩, hence they vanish
for Slater determinants. While the basis of normal-ordered
operators superficially is the same as in the conventional
IMSRG, shown in Equation (22), the inclusion of the irreducible
densities (cf. Equations 12 and 13) equips the basis with the
capability to describe the correlations that are present in the
reference state, which in turn should help to reduce MR-IMSRG
truncation errors. To understand this, let us assume that we
know the ground state of our system, and we normal order the
Hamiltonian with respect to this correlated state. Then the zero-
body part of the normal ordered Hamiltonian already is the
exact ground-state energy, and the normal-ordered one-, two-,
and higher-body parts do not matter at all for our result, and
neither does their evolution under an exact or truncated MR-
IMSRG flow. Thus, the better the reference state matches the
ground state, the less work the MR-IMSRG evolution and any
subsequent many-body method have to do to obtain the correct
ground-state energy.
Computational scaling and Magnus expansion. The
computational scaling of all three IMSRG flavors discussed
here—traditional, VS-IMSRG, and MR-IMSRG—is governed
by the truncation scheme. If we truncate operators and
commutators at the two-body level, as briefly mentioned
above, the number of flow equations scales as O(N4) with the
single-particle basis size N, and the computational effort for
evaluating the right-hand sides as O(N6). This holds despite
the greater complexity of the MR-IMSRG flow equations, which
contain terms containing irreducible two- and higher-body
density matrices.

Any observables of interest must, in principle, be evolved
alongside the Hamiltonian for consistency, which would create

a significant overhead. In practice, we can address this issue by
using the so-called Magnus formulation of the IMSRG [58, 76,
83, 96]: Assuming that the IMSRG transformation can be written
as an explicit exponential, U(s) = exp$(s), we can solve a single
set of flow equations for the anti-Hermitian operator$(s) instead
of evolving observables separately. All operators of interest can
then be computed by applying the Baker-Campbell-Hausdorff
expansion to O(s) = exp[$(s)]O exp[−$(s)].
IMSRG hybrid methods. As noted earlier in this section, the
conventional IMSRG evolution makes the matrix representation
of the Hamiltonian more diagonal by suppressing couplings
between the npnh excitations of the reference state. This implies a
decoupling of energy scales of the many-body system, analogous
to the decoupling of momentum scales by the free-space SRG,
although there are differences in detail that are associated with
the operator bases in which the flow is expressed (cf. Equations 10
and 22).

From this realization, it is not a big step to consider using the
IMSRG to construct RG-improved Hamiltonians for applications
in other methods, defining novel hybrid approaches. In fact, even
the original IMSRG formulation can be understood from this
perspective: The evolution generates a Hamiltonian that yields
the exact ground-state energy (up to truncations) in a Hartree-
Fock calculation, except the HF equations are automatically
satisfied for the evolved H, and we can read off the ground-state
energy directly. The same Hamiltonian can then be used as input
for EOM methods to compute excitation spectra [83]. Likewise,
the VS-IMSRG produces an RG-improved Hamiltonian that
serves as input for a Shell Model diagonalization.

Applying the same logic as in the VS-IMSRG case, the
IMSRG has been merged with the No-Core Shell Model
(NCSM, see section 2.3.6) into the In-Medium NCSM [84,
97]. In this approach, the IMSRG improves the Hamiltonian
with dynamical correlations from high-energy few-nucleon
excitations that would require enormously large model spaces
in the conventional NCSM, and the exact diagonalization in
a small model space describes the dynamics of many-nucleon
excitations. The NCSM as the “host” method is rooted in the
same particle-hole expansion picture as the IMSRG itself, but
this is not a requirement. Another new hybrid method is the In-
Medium Generator Coordinate Method (IM-GCM), which relies
on the GCM as a host method to capture collective correlations
[29, 85, 86]. In this approach, a many-body basis is generated
by restoring the symmetries of mean field solutions with various
types of shape and gauge configuration constraints, which is very
different from the particle-hole excitation basis discussed so far.

2.3.4. Coupled Cluster Methods
The Coupled Cluster (CC) method [12, 63] is an older cousin of
the IMSRG approach. It can also be understood as a decoupling
transformation of the Hamiltonian, but in contrast to the
IMSRG, it relies on a non-unitary similarity transformation
(see Figure 3). Traditionally, CC is motivated by an exponential
ansatz for the exact wave function of a system,

|%CC⟩ = eT |#⟩ , (27)
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FIGURE 1 | Progress in ab initio nuclear structure calculations over the past decade. The blue arrow indicates nuclei that will become accessible with new advances

for open-shell nuclei in the very near term (see section 2.3).

transformations that adapt a many-body Hamiltonian or other
observables of interest to our needs, e.g., to extract eigenvalues
[11, 53], or impose specific structures on the operator [1, 26, 27,
54, 55].

We define the flowing Hamiltonian

H(s) = U(s)H(0)U†(s) , (1)

where H(s = 0) is the starting Hamiltonian, and the flow
parameter s parameterizes the unitary transformation. Instead of
making an ansatz for U(s), we take the derivative of Equation (1)
and obtain the operator flow equation

d

ds
H(s) = [η(s),H(s)] , (2)

where the anti-Hermitian generator η(s) is related to U(s) by

η(s) =
dU(s)
ds

U†(s) = −η†(s) . (3)

We can choose η(s) to achieve the desired transformation of the
Hamiltonian as we integrate the flow Equation (2) for s → ∞.
Wegner [56] originally proposed a class of generators of the form

η(s) ≡ [Hd(s),Hod(s)] , (4)

that is widely used in applications, although it gives rise to stiff
flow equations, and more efficient alternatives exist for specific
applications [1, 11, 53]. Wegner generators are constructed by
splitting the Hamiltonian into suitably chosen diagonal (Hd(s))
and off-diagonal (Hod(s)) parts. These labels are a legacy of
applying this generator to drive finite-dimensional matrices
toward diagonality. For our purposes, they reflect the desired
structure of the operator in the limit s → ∞: We want to keep
the diagonal part and drive Hod(s) to zero by evolving it via
Equation (2) (see references [1, 11, 53, 56, 57]).

To implement the operator flow equation (23), we need to
express η(s) and H(s) in a basis of suitable operators {Oi}i∈N,

η(s) =
∑

i

ηi(s)Oi , (5)

H(s) =
∑

i

Hi(s)Oi(s) , (6)

where ηi(s) and Hi(s) are the running couplings of the operators.
If the algebra of the operators Oi is closed naturally or with some
truncation, we have

[Oi,Oj] =
∑

k

cijkOk (+ . . .) (7)
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FIGURE 5 | Ground-state energies of the oxygen isotopes for various many-body approaches, using the chiral NN+3N(400) interaction at λ = 1.88 fm−1 [183]. Details

on the Lattice EFT calculation can be found in reference [177]. Gray bars indicate experimental data [184].

to configuration-space methods, it would be highly desirable
to test the same chiral NN+3N Hamiltonians in both types of
calculations. However, the Hamiltonians used in configuration
space are typically given in terms of harmonic oscillator matrix
elements (especially if SRG evolved) instead of the coordinate-
space operators required by Lattice EFT or QMC calculations.
Furthermore, Lattice EFT and QMC cannot handle all possible
types of non-locality in the Hamiltonian (cf. section 2.3.7),
including the forms generated by the non-local regulators that
are favored for configuration-space Hamiltonians. Conversely,
local chiral interactions that have been constructed explicitly for
QMC applications [4, 158, 187–190] exhibit slow model-space
convergence in configuration-space calculations because they still
tend to require a significant repulsive core at short distance to
describe nucleon-nucleon scattering data, albeit a far weaker one
than interactions like Argonne V18 [191].

3.2. Extending the Reach of ab initio Theory
The reach of ab initio many-body theory has increased
dramatically over the past decade. Figure 1 illustrates this
growing coverage of the nuclear chart, but it tells only part of
the story. The expansion has happened in many “dimensions”
besides the mass number A, namely by pushing toward exotic
nuclei via improved treatments of the continuum degrees of
freedom, filling in gaps in the coverage that are occupied by
doubly open-shell nuclei with strong intrinsic deformation, and
expanding the types of observables that can be computed from
first principles. Recalling section 3.1, the ongoing push against
the limitations of our many-body approaches will continue to
grow the opportunities for benchmarking current- and next-
generation chiral Hamiltonians.

3.2.1. Pushing the Mass Boundaries
First calculations for selected nuclei and semi-magic isotopic
chains up to tin were already published in the first half of the
last decade [19, 21, 23]. For the most part, they were using a

family of chiral NN+3N interactions that gave a good description
of the oxygen ground-state energies (cf. Figure 5) as well as
the spectroscopy of the lower sd-shell region [24, 26]. However,
the same interactions underpredict nuclear charge radii [192],
and start to overbind as we approached the calcium chain
(cf. Figure 7), eventually leading to an overbinding of 1 MeV per
nucleon in tin. While model-space convergence in CC, IMSRG
and SCGF calculations suggested that calculations for heavier
nuclei would have been technically possible, it made little sense
to pursue them.

The growing number of results for medium-mass nuclei and
the problems they revealed motivated a new wave of efforts
to refine chiral interactions. One direction of research aimed
to achieve a simultaneous description of nuclear energies and
radii up to 48Ca by including selected many-body data in the
optimization protocol of the chiral LECs. This work resulted
in the so-called NNLOsat interaction [194]. While NNLOsat
definitely improved radii [195], its model-space convergence was
found to become problematically slow already in lower pf -shell
nuclei [114, 196, 197].

Simultaneously with the efforts to develop new interactions,
attention also turned toward an older, less consistently
constructed family of chiral NN+3N interactions that exhibited
reasonable saturation properties in nuclear matter calculations
[198, 199]. These forces are referred to as EMλ/", where λ

indicates the resolution scale of the NN interaction, the SRG-
evolved N3LO potential of Entem and Machleidt [200], and
" is the cutoff of an NNLO three-nucleon interaction whose
low-energy constants have been adjusted to fit the triton binding
energy and 4He charge radius [198, 199]. In CC calculations for
the nickel isotopes, Hagen et al. demonstrated that the EM1.8/2.0
interaction, in particular, allowed a good description of the
energies of nuclei in the vicinity of 78Ni [196]. As shown in
Figure 6, these findings have been reinforced by subsequent
VS-IMSRG calculations, as well as the experimental observation
of the first excited 2+ state in this nucleus [201].
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FIGURE 7 | Ground-state and two-neutron separation energies for several chiral NN+3N interactions from MR-IMSRG(2) calculations. Experimental data are indicated

by black bars [184, 193].

FIGURE 8 | NCSMC spectrum of 11Be with respect to the n+10 Be threshold. Dashed black lines indicate the energies of the 10Be states. Light boxes indicate

resonance widths. See reference [223] for details. Figure reprinted with permission from the American Physical Society.

In light nuclei, the NCSMC has been applied with impressive
success to describe a variety of exotic nuclei with up to
three-cluster structures. For example, Calci et al. [223] carried
out NCSMC calculations for 11Be with several chiral NN+3N
interactions to investigate the parity inversion of the ground
and first-excited states in this nucleus from first principles.
The authors found that the coupling between the NCSM and
RGM sectors of the generalized eigenvalue has strong effects,
but that among the tested interactions, only NNLOsat can
produce the experimentally observed ordering of the states (see
Figure 8). However, it still underpredicts the splitting of these
levels and as a result, overestimates the cross section for the
photodisintegration 11Be(γ , n)10Be. Additional applications of
the NCSMC for exotic nuclei can be found in the review [130]
and references therein, as well as the more recent works [224–
226].

3.2.3. Accessing More Observables
The capabilities of ab initio approaches have also significantly
expanded when it comes to the evaluation of observables other
than the energies.
Nuclear radii. Figure 9 shows MR-IMSRG results for the charge
radii of calcium isotopes. The left panel illustrates the reasonable
reproduction of the 40Ca and 48Ca charge radii that can be
obtained for NNLOsat. The MR-IMSRG(2) results are slightly
smaller than the experimental data due to differences in the
truncations from the CCSD charge radius calculations that were
used in the NNLOsat optimization protocol [194]. Note the
steep increase in the experimental charge radii beyond 48Ca:
At the time of the measurement, NNLOsat was the only chiral
NN+3N interaction exhibiting this feature, although other more
recent interactions can replicate this trend as well [10, 114]. Also
note that none of the calculations are able to reproduce the
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A B

FIGURE 9 | (A) Calcium charge radii from MR-IMSRG(2) calculations with NNLOsat The shaded area indicates uncertainties from basis convergence. Black bars and

orange circles indicate experimental data [195, 227]. (B) Mirror charge radius difference of 36Ca and 36S vs. the slope of the symmetry energy, L, at nuclear saturation,

for the EMλ/" interactions (symbols as indicated in the legend), compared to Skyrme functionals (solid circles) and Relativistic Mean Field models (crosses). The band

indicates the experimental result from the BECOLA facility at NSCL. See reference [228] for details.

FIGURE 10 | Energies of the first excited 2+ state, proton mean square radius and quadrupole transition matrix elements for selected nuclei, based on VS-IMSRG(2)

calculations with multiple chiral NN+3N interactions. See references [76] and [230] for more details. Experimental values (with uncertainties indicated by bands) are

taken from [227, 233]. Figure courtesy of R. Stroberg.

[29]. The IM-GCM approach discussed in section 2.3.3 was used
to describe the structure of the intrinsically deformed daughter
nucleus 48Ti, achieving a satisfactory reproduction of the low-
lying states and their quadrupole transitions (see Figure 11).
Since the initial publication (blue spectra in Figure 11A),
the description of the excited states has been improved

further through the admixing of cranked configurations (red
spectra), without affecting the NME (Figure 11B). Work on
quantifying the uncertainties due to the many-body method,
the Hamiltonian, and the transition operator is underway, in
preparation for the computation of the NMEs of more realistic
candidate nuclei like 76Ge and 136Xe.
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EV8
Code https://data.mendeley.com/datasets/pbv7bz59rj/1 
Paper http://dx.doi.org/10.1016/j.cpc.2014.10.001

The main characteristic of Ev8 is that it solves the Hartree–
Fock plus BCS equations for Skyrme type functionals. 

This allows flexibility since the same mesh can be used to 
describe the oblate deformed, spherical, prolate 
deformed, superdeformed and fission configurations of a 
given nucleus. 

Programming language: FORTRAN-90.  

Solution method: The program expands the single particle wavefunctions on a 3D Cartesian mesh. The nonlinear mean-field equations 
are solved by the imaginary time step method. A quadratic constraint is used to obtain states corresponding to given values of the 
monopole and quadrupole operators.  

Restrictions: Ev8 assumes time-reversal invariance and nuclear shapes exhibiting three plane-reflection symmetries. Pairing correlations 
are treated at the BCS level of approximation.  

Running time: Few minutes

https://data.mendeley.com/datasets/pbv7bz59rj/1
http://dx.doi.org/10.1016/j.cpc.2014.10.001
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Code https://data.mendeley.com/datasets/pv8p3r69cb/1 
Code(1.1) https://data.mendeley.com/datasets/vzbrzvyrn4/1 
Paper https://doi.org/10.1016/j.cpc.2014.04.008

Programming language: FORTRAN-90, OpenMP and MPI for parallelization. LAPACK, FFTW3 as external libraries. 

Solution method: The wavefunction are represented on a three-dimensional Cartesian mesh with no further symmetry restrictions. All 
spatial derivatives are evaluated using the finite Fourier transform method. The code solves the static Hartree–Fock equations with a 
damped gradient iteration method and the time-dependent Hartree–Fock equations with an expansion of the time-development 
operator. Any number of initial nuclei can be placed into the mesh in with arbitrary positions and initial velocities.  

Restrictions: The reliability of the mean-field approximation limits the scope of applications to collision energies about a few MeV per 
nucleon above the Coulomb barrier and to relatively short interaction times. Similarly, some of the missing time-odd terms may restrict the 
applications to even–even nuclei.  

Running time: The running time depends strongly on the size of the grid, the number of nucleons, and the duration of the collision. For a 
single-processor PC-type computer it can vary between a few minutes and weeks. 

The code Sky3D solves the static or dynamic equations on 
a three-dimensional Cartesian mesh with isolated or 
periodic boundary conditions and no further symmetry 
assumptions.  

Pairing can be included in the BCS approximation

Sky3D

https://data.mendeley.com/datasets/pv8p3r69cb/1
https://data.mendeley.com/datasets/vzbrzvyrn4/1
https://doi.org/10.1016/j.cpc.2014.04.008
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Code https://data.mendeley.com/datasets/4vzsg8tbr6/1 
Paper https://doi.org/10.1016/j.cpc.2005.02.002

The code HFBRAD solves the Skyrme–Hartree–Fock or 
Skyrme–Hartree–Fock– Bogolyubov equations in the 
coordinate representation with spherical symmetry.  

A realistic representation of the quasiparticle wave 
functions on the space lattice allows calculations to be 
performed up to the particle drip lines.  

Zero-range density- dependent interactions are used in 
the pairing channel.

Programming language: FORTRAN-95 

Solution method:  The program determines the two-component Hartree–Fock–Bogolyubov quasiparticle wave functions on the lattice of 
equidistant points in the radial coordinate. This is done by solving the eigensystem of two second-order differential equations using the 
Numerov method. A standard iterative procedure is then used to find self-consistent solutions for the nuclear product wavefunctions and 
densities. 

Restrictions: The main restriction is related to the assumed spherical symmetry. 

Running time: Less than a minute for a heavy nucleus

HFBRAD

https://data.mendeley.com/datasets/4vzsg8tbr6/1
https://doi.org/10.1016/j.cpc.2005.02.002
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Code https://data.mendeley.com/datasets/3b28fs62wc/1 
Paper https://doi.org/10.1016/j.cpc.2017.03.007

The code HFODD solves the nuclear Skyrme Hartree–Fock or 
Skyrme Hartree–Fock–Bogolyubov problem by using the 
Cartesian deformed harmonic-oscillator basis.  

It allows  (i) full proton–neutron mixing, (ii) the Gogny force in 
both ph and pp channels, (iii) parallel capabilities, (iv) the Lipkin 
translational energy correction method with pairing, (v) higher-
order Lipkin particle-number corrections, (vi) isospin-symmetry-
breaking terms, and (vii) the Augmented Lagrangian Method for 
calculations with 3D constraints on angular momentum and 
isospin.

Programming language: FORTRAN-90. The user must have access to the LAPACK, LINPACK and BLAS libraries 

Solution method:  The program uses the Cartesian harmonic oscillator basis to expand single-particle or single-quasiparticle 
wavefunctions of neutrons and protons interacting by means of the Skyrme or Gogny effective interactions and zero-range or finite-range 
pairing interactions. The expansion coefficients are determined by the iterative diagonalization of the mean-field Hamiltonians or 
Routhians which depend non-linearly on the local or nonlocal neutron, proton, or mixed proton–neutron densities. Suitable constraints are 
used to obtain states corresponding to a given configuration, deformation or angular momentum. 

HFODD

https://data.mendeley.com/datasets/3b28fs62wc/1
https://doi.org/10.1016/j.cpc.2017.03.007
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Code https://elsevier.digitalcommonsdata.com/datasets/cx55fkbjy6/1 
Paper https://doi.org/10.1016/j.cpc.2014.02.027

DIRHB

The DIRHB package consists of three Fortran 
computer codes for the calculation of the ground-
state properties of even–even atomic nuclei using the 
framework of relativistic self-consistent mean-field 
models.  

Each code corresponds to a particular choice of 
spatial symmetry: the DIRHBS, DIRHBZ and DIRHBT 

codes are used to calculate nuclei with spherical 
symmetry, axially symmetric quadrupole 
deformation, and triaxial quadrupole shapes, 
respectively. Reflection symmetry is assumed in all 
three cases.

Programming language: FORTRAN-77 

Solution method:  The codes solve the stationary relativistic Hartree–Bogoliubov equations in a self-consistent iteration scheme. At each 
iteration the matrix elements of the equations are updated using the modified Broyden method or the linear mixing method. The single-
nucleon wave functions are expanded in a basis of spherical, axially symmetric or triaxial harmonic oscillator, depending on the assumed 
symmetry of the nuclear shape. For calculations that constrain the shape to specific values of the deformation parameters, the augmented 
Lagrangian method is used.  

Restrictions: Time-reversal and reflection symmetries are assumed. Open-shell even–even spherical and quadrupole deformed nuclei can 
be considered.  

Running time: from few seconds (spherical) up to few hours (triaxial) 

https://elsevier.digitalcommonsdata.com/datasets/cx55fkbjy6/1
https://doi.org/10.1016/j.cpc.2014.02.027


Prof. Dr. Paolo Finelli, Dept. of Physics and Astronomy, University of Bologna

85

The n_TOF Nuclear Physics Winter School 2024 

Code https://data.mendeley.com/datasets/9hdvznfzvs/1 
Paper https://doi.org/10.1016/j.cpc.2012.07.016

RPA

Random Phase Approximation (RPA) is used to 
study nuclear giant resonances and low-lying 
collective excitations, in terms of a  
nuclear effective interaction (the Skyrme forces).

Programming language: FORTRAN-90/95; easily downgradable to FORTRAN-77 

Solution method:  The Hartree–Fock (HF) equations are solved in a radial mesh, using a Numerov algorithm. The solutions are iterated 
until self-consistency is achieved. In the obtained mean field, unoccupied states necessary for the RPA calculations are found. For all single-
particle states, box boundary conditions are assumed.  To solve the RPA problem for a given value of total angular momentum and parity J 
is constructed and the RPA matrix is diagonalized. The transition amplitudes and transition strengths associated to given external 
operators are calculated. The HF densities and RPA transition densities are also evaluated.  

Restrictions: The main restrictions are related to the assumed spherical symmetry and absence of pairing correlations.  

Running time: The typical running time depends strongly on the nucleus, on the multipolarity, on the choice of the model space and of 
course on the computer. It can vary from a few minutes to several hours. 

https://data.mendeley.com/datasets/9hdvznfzvs/1
https://doi.org/10.1016/j.cpc.2012.07.016
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Code Send an email to E. Courier and F. Nowacki (Strasbourg) 
Manual https://wiki.portal.chalmers.se/ff/uploads/Antoine/antoine.pdf 
Paper https://www.actaphys.uj.edu.pl/index_n.php?I=R&V=30&N=3#705

ANTOINE

Programming language: FORTRAN-77 

Solution method: This code works with shell model wavefunctions 
written in a M-scheme: each Slater Determinant is represented by an 
integer word and each bit of the word associated to a given 
individual state |nljmt>. Each bit has the value 1 or 0 depending on 
whether the state is occupied or empty. Only Jz and Tz are good 
quantum numbers, therefore all the possible (J,T) states are in the 
basis. 

The diagonalization of the matrices are done with the Lanczos 
method. 

It includes No Core Shell Model (NCSM)  

Restrictions: Dimension of the matrix in the Lanczos procedure 
(yrast band of 52Fe, for example)

© S. Lenzi

https://wiki.portal.chalmers.se/ff/uploads/Antoine/antoine.pdf
https://www.actaphys.uj.edu.pl/index_n.php?I=R&V=30&N=3#705
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Code https://github.com/cwjsdsu/BigstickPublick 
Paper https://arxiv.org/abs/1801.08432

BIGSTICK

• BIGSTICK is a flexible configuration-interaction open-source shell- 
model code for the many-fermion problem. 

•  It looks for low-lying eigenvalues of the Hamiltonian of a many 
fermion system; it does this by creating a basis of many-body states of 
Slater determinants. The Slater determinants are antisymmetrized 
products of single-particle states with good angular momentum, 
typically derived from some shell-model-like potential; hence we call 
this a shell-model basis.  

• The Hamiltonian is assumed to be rotationally invariant and to 
conserve parity, and is limited to two- and, optionally, three-body 
forces. Otherwise no assumptions are made about the form of the 
single-particle states or of the Hamiltonian.  

• It utilizes a factorized on-the-fly algorithm for computing many-body 
matrix elements, and has both MPI (distributed memory) and OpenMP 
(shared memory) parallelization. 

• It allows both phenomenological (major valence shell space) and ab 
initio (the so-called no-core shell model) calculations.  

• It can generate energy spectra, static and transition one-body 
densities, and expectation values of scalar operators. Using the built-in 
Lanczos algorithm one can compute transition probability 
distributions and decompose wave functions into components defined 
by group theory. 

Programming language: FORTRAN-90 with some 95 
extensions

Distribution: MIT Open Source License

https://github.com/cwjsdsu/BigstickPublick
https://arxiv.org/abs/1801.08432
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Code http://www.garsington.eclipse.co.uk/ 
Paper 1  https://github.com/NuclearStructure/PHY981/blob/master/doc/LectureNotes/nushellxtutorial.pdf 
Paper 2 https://www.sciencedirect.com/science/article/pii/S0090375214004748?via%3Dihub

NUSHELLX
NuShell  

•  Replaces old shell model code OXBASH 

•  JT-projected M-scheme 

•  Stores complete matrix, which limits the size of 
calculations  

NuShellX  

•  Calculates Hamiltonian “on the fly” 

•  Utilizes NuShell modules for protons and neutrons J-
scheme built on coupling between protons and neutrons  

• Most time-consuming step in CI calculation is 
diagonalization  

• OpenMP and MPI 

• LAPACK  

• Lanczos procedure 

NUSHELLX shell model code Inputs for calculation Practical Implementation

Level schemes

Only positive parity states included in the plots

Plots obtained from http://www.nscl.msu.edu/⇠brown/resources/resources.html

A. Signoracci Introduction to NUSHELLX

http://www.garsington.eclipse.co.uk/
https://github.com/NuclearStructure/PHY981/blob/master/doc/LectureNotes/nushellxtutorial.pdf
https://www.sciencedirect.com/science/article/pii/S0090375214004748?via%3Dihub
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Website https://sites.google.com/alumni.tsukuba.ac.jp/kshell-nuclear/ 
Code https://github.com/jorgenem/kshell_public 
Paper 1 https://arxiv.org/abs/1310.5431 
Paper 2 https://www.sciencedirect.com/science/article/pii/S0010465519301985?via%3Dihub

KSHELL•  The “KSHELL” code performs nuclear shell-model 
calculations with M- scheme representation  

•  MPI+OpenMP parallel implementation 

Programming language: FORTRAN; BLAS, LAPACK library

Distribution: GNU General Public License

Applicability of shell-model calc.

sd shell 105 dim

pf shell 109 dim
f5pg9 shell 1010 dim

50-82 shell  colored < 1011 dim

output : summary_Si28_w.txt

Energy levels

N  2J prty N_Jp 2T     E(MeV)    Ex(MeV)  log-file

1   0  +     1    0   -135.938     0.000   log_Si28_w_m0p.txt
2   4  +     1    0   -133.950     1.987   log_Si28_w_m0p.txt
3   8  +     1    0   -131.279     4.659   log_Si28_w_m0p.txt
4   0  +     2    0   -130.927     5.011   log_Si28_w_m0p.txt
5   6  +     1    0   -129.771     6.167   log_Si28_w_m0p.txt
6   8  +     2    0   -128.901     7.037   log_Si28_w_m0p.txt
7   0  +     3    0   -128.699     7.239   log_Si28_w_m0p.txt
8   4  +     2    0   -128.415     7.522   log_Si28_w_m0p.txt
9   4  +     3    0   -128.032     7.906   log_Si28_w_m0p.txt

10   2  +     1    0   -127.998     7.940   log_Si28_w_m0p.txt

B(E2)  larger than 1.0 e^2 fm^4
2Ji        Ei 2Jf        Ef Ex      B(E2)->    B(E2)<-
0+(   1) -135.938   4+(   1) -133.950   1.987     499.56      99.91
0+(   1) -135.938   4+(   3) -128.032   7.906       5.89       1.18
8+(   2) -128.901   4+(   2) -128.415   0.485      10.16      18.29
8+(   2) -128.901   4+(   3) -128.032   0.869       1.64       2.94

Energy relative to 16O core

Excitation energy

0+
1

2+
1

4+
1

0+
2

3+
1

4+
2

0+
3

2+
2

2+
3

1+
1

Experiment (Nudat2)

B(E2; 0+
1→2+

1) = 499e2fm4

https://sites.google.com/alumni.tsukuba.ac.jp/kshell-nuclear/
https://github.com/jorgenem/kshell_public
https://arxiv.org/abs/1310.5431
https://www.sciencedirect.com/science/article/pii/S0010465519301985?via%3Dihub
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Website https://www.volya.net/index.php?id=cosmo 
Code https://github.com/alvolya/cosmo 
Paper https://iopscience.iop.org/article/10.1088/1742-6596/49/1/016

CoSMo 

1
.3

(b
a

rn
s)

Figure 1. (Color online) CoSMo results for He isotopes. The states in the chain of isotopes
starting from 4He (top) to 10He (bottom) are shown as a function of the energy relative to 4He.
The horizontal dotted lines separate each isotope and for each case states from CoSMo are shown
above experimentally observed states. The decay width (in MeV) is shown for each state along
with spin and parity. The solid lines above CoSMo states show the elastic neutron scattering
cross section from the spin polarized ground state of N − 1 isotope. The construction of the
model as well as the details of the calculation are discussed in the text that follows this figure.
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is extremely successful in describing thousands of levels in A=16 to 40 mass nuclei. We refer to
such Hamiltonian as HSM .

In analogy to the SM the CoSMo approach defines the internal part of a full space with a
set of Slater determinant states |1⟩, where all N nucleons are located on bound SM orbitals.
In example of Fig. 1 the internal space contains two s.p. levels: p1/2 and p3/2. This traditional
SM space is appended by the continuum of external reaction states |c; E⟩, labeled here by the
channel index c and the running energy variable E. The reaction states are assumed to be
energy normalized. Considering a full wave function as a superposition

|α; E⟩ =
∑

1

α1(E)|1⟩ +
∑

c

∫
dE′ αc(E′; E)|c; E′⟩, (1)

the Schrödinger equation for the internal subspace becomes

∑

2

[

⟨1|H|2⟩ +
∑

c

∫
dE′A

c
1(E′, E)Ac

2(E′, E)∗

E − E′ + i0
− δ12E

]

α2 = 0, (2)

where we introduced notations for the amplitude Ac
1(E′, E) = ⟨1|H −E|c; E′⟩ which defines the

action of the Hamiltonian between internal and external spaces. The above form is particularly
useful in establishing a correspondence with the traditional SM since Eq. (2) represents an
eigenvalue problem with the non-Hermitian, energy-dependent effective Hamiltonian [1, 3, 9, 7]

H(E) = H + ∆(E) − i

2
W (E) , where (3)

⟨1|∆(E)|2⟩ =
∑

c

P
∫

dE′ Ac
1(E′)Ac

2(E′)∗

E − E′ , ⟨1|W (E)|2⟩ = 2π
∑

c (open)

Ac
1(E) Ac

2(E)∗. (4)

The principal value term ∆ is due to the off-shell processes of virtual excitation into external
channel space, and the explicitly non-Hermitian term W represents on-shell decays into the
channels open at given energy, thus below all thresholds in stable states this term is identically
zero. The traditional SM Hamiltonian can be identified as HSM = H + ∆ where energy
dependence of self-energy term is ignored. We use this to define H + ∆ within internal space
to be HSM . For the He example the HSM is taken from old works [10] the set of parameters
contains 2 s.p. energies and 15 two-body matrix elements (only 7 T = 1 are relevant for He).

• By design of the CoSMo the energies of bound states coincide with the results of the
traditional SM.

In Fig. 1 these are the nucleon-stable ground states of 4,6,8He. Departure from SM
correspondence principle and inclusion of ∆(E) does not present any technical difficulty but
this would require readjustment of SM interactions.

3. Continuum States and Decay Chains
The formulation (2) does not require external and internal spaces to be orthogonal; however
the above form is valid only with the use of eigenchannels H|c; E⟩ = E|c; E⟩ [11]. The general
formalism can be found in [1]. We define continuum states as |c; Eα + ϵ⟩ = b†j(ϵ)|α; N − 1⟩ in
the case of one particle in the continuum and |c; Eα + ϵ + ϵ′⟩ = b†j(ϵ) b†j′(ϵ

′)|α; N − 2⟩ for the
two-nucleon continuum. Here b†j(ϵ) is a s.p. creation operator of a continuum state at energy ϵ
with quantum numbers j. We use realistically selected Woods-Saxon potential to define these
states and thus identify Hamiltonian for the external space. The states |α; N −1⟩ are eigenstates
of an N − 1-body problem with energy Eα.
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continuum

Programming language: C++

Distribution: GNU General Public License

• CoSMo is a comprehensive shell model code suite designed for nuclear shell 
model and configuration interaction calculations.  

• The highly structural and templated nature of the CoSMo code allows for 
flexibility and ease in applications, including those to open quantum systems 
with non-Hermitian Hamiltonians, clustering, and time-dependent dynamics.

Continuum Shell Model

https://www.volya.net/index.php?id=cosmo
https://github.com/alvolya/cosmo
https://iopscience.iop.org/article/10.1088/1742-6596/49/1/016
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Website, Code, Refs https://github.com/ManyBodyPhysics/CENS

CENS

CENS is a graphical user interface (GUI) written in Python which 
coordinates:  

•  Many programs in Fortran 90/95 for computing effective two-body 
interactions starting with free nucleon-nucleon interactions (proton-
neutron formalism). 

•  A shell-model code and a transition code. Source code in C/C++ 
(portable to all systems) which allows you to address systems up to 
109 basic states. Parallel codes for larger systems available upon 
demand. 

Programming language: Python,  C/C++ and Fortran 95

Dealing with the NN potentials, can compute a 
renormalized two-body interaction using  

• a no-core shell-model prescription  

• a G-matrix prescription  

• a Vlowk prescription  

• a renormalization group prescription in momentum 
space or in oscillator space (not ideal for shell-model 
calculations) 

NN potentials 

• Charge symmetry breaking (CSB): available for N3LO 
and CD-Bonn interactions. The Argonne V18 model 
includes CSB.  

• Isospin symmetry breaking (ISB): available for N3LO 
and CD-Bonn interaractions. The Argonne V18 model 
includes CSB.  

• Coulomb: Argonne includes Coulomb by default. All 
other interaction models can or cannot include the 
Coulomb interaction as an option. 

Nuclear structure applications 

• Shell model code 

• Hartree-Fock (HF) and TDHF 

• Neutron stars equation of state 

• IMSRG

https://github.com/ManyBodyPhysics/CENS
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Code https://github.com/Takayuki-Miyagi/NuHamil-public 
Paper https://link.springer.com/article/10.1140/epja/s10050-023-01039-y

NuHamil

Programming language: Modern Fortran; OpenMP, MPI, BLAS, LAPACK, GSL

Distribution: GPLv3

The numerical code NuHamil generates the nucleon-
nucleon (NN) and three-nucleon (3N) matrix elements 
expressed in a spherical harmonic-oscillator basis, inputs of 
many-body calculations. 
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+
√

(
n p + 1

) (
n p + l p +

3
2

)
δn p′n p+1

]

. (26)

Note that the one-body kinetic operator takes the tridiag-
onal form. Also, the two-body kinetic matrix element can
be computed through the non-antisymmetrized J -coupled
matrix element T̄NN,J

p′q ′ pq

T̄NN,J
p′q ′ pq = (−1) jq′+ jp+J h̄2

Am

×
{
jp′ jq ′ J
jq jp 1

}
⟨p′∥∇∥p⟩⟨q ′∥∇∥q⟩, (27)

with the reduced matrix element of the gradient operator,
which is given by

⟨p′∥∇∥p⟩ = (−1)l
′
p+ jp+1/2 1

b

√
[ jp′ ][ jp]

{
jp′ jp 1
l p l p′ 1/2

}

×
[√

(l p + 1)(n p + l p + 3/2)δn p′n pδl p′ l p+1

+
√
(l p + 1)n pδn p′n p−1δl p′ l p+1

+
√
l p(n p + l p + 1/2)δn p′n pδl p′ l p−1

+
√
l p(n p + 1)δn p′n p+1δl p′ l p−1

]
. (28)

Here, the HO length parameter b2 ≡ h̄/mω is introduced
with the HO frequency ω. The antisymmetrized matrix ele-
ment is obtained as

TNN,J
p′q ′ pq =

√
1

(1 + δp′q ′ )(1 + δpq )

[
T̄NN,J
p′q ′ pq − (−1) jp+ jq−J T̄NN,J

p′q ′qp

]
,

(29)

with

δpq = δn pnq δl plq δ jp jq δtz,ptz,q . (30)

The main tasks remaining are to compute the matrix elements

VNN,J
p′q ′ pq and V

3N,Jp′q′ Jpq J
p′q ′r ′ pqr .

2.4 Nucleon–nucleon matrix elements

We begin with the NN matrix element. One might think that
the matrix element can be calculated directly from the inte-
gral using the single-particle HO wave function. It is actually
done in quantum chemistry. However, this would be a com-
putationally expensive task since functional forms of NN
interactions are complicated. Instead, the Talmi–Moshinsky
transformation is widely used in nuclear physics:

VNN,J
p′q ′ pq =

∑

NNN
cm LNN

cm JNN
rel S

∑

n′l ′nl

T p′q ′ J
NNN

cm LNN
cm n′l ′SJNN

rel

×V
SJNN

rel
n′l ′nl T pq J

NNN
cm LNN

cm nlS JNN
rel

. (31)

The quantum numbers introduced for the transformation
NNN

cm , LNN
cm , n, l, S, and JNN

rel are the NN cm radial quantum
number, NN cm orbital angular momentum, relative radial
quantum number, relative orbital angular momentum, total
spin, and total angular momentum of the relative motion,
respectively. The transformation coefficient T pq J

NNN
cm LNN

cm nlS JNN
rel

is

T pq J
NNN

cm LNN
cm nlS JNN

rel
= (−1)L

NN
cm +l+S+J

√
[ jp][ jq ][S][JNN

rel ]

×
∑

#

[#]

⎧
⎨

⎩

l p 1/2 jp
lq 1/2 jq
# S J

⎫
⎬

⎭

{
LNN

cm l #

S J JNN
rel

}

×⟨NNN
cm LNN

cm nl : #|n plpnqlq : #⟩1.

(32)

In the above equation, 9 j-symbol is used with the standard
notation [25]. The symbol ⟨NLnl : #|n1l1n2l2 : #⟩d is the
HO bracket defined with the notation in Ref. [24]. The inner
summations in Eq. (31) can be performed with an efficient
matrix multiplication. Note that the antisymmetrization is not
taken into account here. However, it is trivial and can be done
by multiplying the factor f pq to Eq. (32):

f pq =
{

1, tz,p ̸= tz,q√
1

2(1+δpq )
[1 + (−1)l+S], tz,p = tz,q

. (33)

The NN matrix element in the relative HO basis V
SJNN

rel
n′l ′nl can

be obtained through the integral:

V
SJNN

rel
n′l ′nl =

∫
dπ ′

1dπ1 π ′2
1 π2

1 Rn′l ′(π
′
1)Rnl(π1)

×V
SJNN

rel
l ′l (π ′

1,π1), (34)

with the radial HO wave function:

Rnl(π1) = (−1)nb

√
2b%(n + 1)

%(n + l + 3/2)

×(π1b)l e−π2
1 b

2/2L(l+1/2)
n (π2

1 b
2). (35)

The gamma function %(x) and associated Laguerre polyno-
mial L(α)

n (x) are introduced. The momentum π1 is π1 =
|( p1 − p2)|/

√
2, consistent with the definition of the HO

bracket. Note that π1 is different from the usual relative
momentum definition p = | p1 − p2|/2.

TheNuHamil code requires the input file forV
SJNN

rel
l ′l (p′, p)

stored as a function of p′ and p. Some selected interactions
are given in the input_nn_files directory. The available
NN interactions are LO – N4LO with 500 MeV regulator cut-
off by Entem–Machleidt–Nosyk [26], N3LO with 500 MeV
regulator cutoff by Entem–Machleidt [27], N2LOopt [28],
N2LOsat [29], and '-full EFT series by the Gothenburg–Oak
Ridge collaboration [30].
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+
√

(
n p + 1

) (
n p + l p +

3
2

)
δn p′n p+1

]

. (26)

Note that the one-body kinetic operator takes the tridiag-
onal form. Also, the two-body kinetic matrix element can
be computed through the non-antisymmetrized J -coupled
matrix element T̄NN,J

p′q ′ pq

T̄NN,J
p′q ′ pq = (−1) jq′+ jp+J h̄2

Am

×
{
jp′ jq ′ J
jq jp 1

}
⟨p′∥∇∥p⟩⟨q ′∥∇∥q⟩, (27)

with the reduced matrix element of the gradient operator,
which is given by

⟨p′∥∇∥p⟩ = (−1)l
′
p+ jp+1/2 1

b

√
[ jp′ ][ jp]

{
jp′ jp 1
l p l p′ 1/2

}

×
[√

(l p + 1)(n p + l p + 3/2)δn p′n pδl p′ l p+1

+
√
(l p + 1)n pδn p′n p−1δl p′ l p+1

+
√
l p(n p + l p + 1/2)δn p′n pδl p′ l p−1

+
√
l p(n p + 1)δn p′n p+1δl p′ l p−1

]
. (28)

Here, the HO length parameter b2 ≡ h̄/mω is introduced
with the HO frequency ω. The antisymmetrized matrix ele-
ment is obtained as

TNN,J
p′q ′ pq =

√
1

(1 + δp′q ′ )(1 + δpq )

[
T̄NN,J
p′q ′ pq − (−1) jp+ jq−J T̄NN,J

p′q ′qp

]
,

(29)

with

δpq = δn pnq δl plq δ jp jq δtz,ptz,q . (30)

The main tasks remaining are to compute the matrix elements

VNN,J
p′q ′ pq and V

3N,Jp′q′ Jpq J
p′q ′r ′ pqr .

2.4 Nucleon–nucleon matrix elements

We begin with the NN matrix element. One might think that
the matrix element can be calculated directly from the inte-
gral using the single-particle HO wave function. It is actually
done in quantum chemistry. However, this would be a com-
putationally expensive task since functional forms of NN
interactions are complicated. Instead, the Talmi–Moshinsky
transformation is widely used in nuclear physics:

VNN,J
p′q ′ pq =

∑

NNN
cm LNN

cm JNN
rel S

∑

n′l ′nl

T p′q ′ J
NNN

cm LNN
cm n′l ′SJNN

rel

×V
SJNN

rel
n′l ′nl T pq J

NNN
cm LNN

cm nlS JNN
rel

. (31)

The quantum numbers introduced for the transformation
NNN

cm , LNN
cm , n, l, S, and JNN

rel are the NN cm radial quantum
number, NN cm orbital angular momentum, relative radial
quantum number, relative orbital angular momentum, total
spin, and total angular momentum of the relative motion,
respectively. The transformation coefficient T pq J

NNN
cm LNN

cm nlS JNN
rel

is

T pq J
NNN

cm LNN
cm nlS JNN

rel
= (−1)L

NN
cm +l+S+J

√
[ jp][ jq ][S][JNN

rel ]

×
∑

#

[#]

⎧
⎨

⎩

l p 1/2 jp
lq 1/2 jq
# S J

⎫
⎬

⎭

{
LNN

cm l #

S J JNN
rel

}

×⟨NNN
cm LNN

cm nl : #|n plpnqlq : #⟩1.

(32)

In the above equation, 9 j-symbol is used with the standard
notation [25]. The symbol ⟨NLnl : #|n1l1n2l2 : #⟩d is the
HO bracket defined with the notation in Ref. [24]. The inner
summations in Eq. (31) can be performed with an efficient
matrix multiplication. Note that the antisymmetrization is not
taken into account here. However, it is trivial and can be done
by multiplying the factor f pq to Eq. (32):

f pq =
{

1, tz,p ̸= tz,q√
1

2(1+δpq )
[1 + (−1)l+S], tz,p = tz,q

. (33)

The NN matrix element in the relative HO basis V
SJNN

rel
n′l ′nl can

be obtained through the integral:

V
SJNN

rel
n′l ′nl =

∫
dπ ′

1dπ1 π ′2
1 π2

1 Rn′l ′(π
′
1)Rnl(π1)

×V
SJNN

rel
l ′l (π ′

1,π1), (34)

with the radial HO wave function:

Rnl(π1) = (−1)nb

√
2b%(n + 1)

%(n + l + 3/2)

×(π1b)l e−π2
1 b

2/2L(l+1/2)
n (π2

1 b
2). (35)

The gamma function %(x) and associated Laguerre polyno-
mial L(α)

n (x) are introduced. The momentum π1 is π1 =
|( p1 − p2)|/

√
2, consistent with the definition of the HO

bracket. Note that π1 is different from the usual relative
momentum definition p = | p1 − p2|/2.

TheNuHamil code requires the input file forV
SJNN

rel
l ′l (p′, p)

stored as a function of p′ and p. Some selected interactions
are given in the input_nn_files directory. The available
NN interactions are LO – N4LO with 500 MeV regulator cut-
off by Entem–Machleidt–Nosyk [26], N3LO with 500 MeV
regulator cutoff by Entem–Machleidt [27], N2LOopt [28],
N2LOsat [29], and '-full EFT series by the Gothenburg–Oak
Ridge collaboration [30].
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https://github.com/Takayuki-Miyagi/NuHamil-public
https://link.springer.com/article/10.1140/epja/s10050-023-01039-y
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Code https://github.com/SotaYoshida/NuclearToolkit.jl 
Paper https://joss.theoj.org/papers/10.21105/joss.04694

Nuclear Toolkit

NuclearToolkit.jl provides self-contained codes for nuclear physics covering from nuclear forces to various nuclear many-body 
methods. Users can generate nucleon-nucleon (NN) potentials based on chiral effective field theory and use them in many-body 
methods such as Hartree-Fock many-body perturbation theory (Møller–Plesset method), in-medium similarity renormalization group 
(IM-SRG), and valence shell model (configuration interaction method)

NuclearToolkit.jl provides an interface that combines these various methods into one and works on a variety of environments, 
including Linux, Mac, and Windows. This is achieved thanks to the high readability and portability of the Julia programming 
language (Bezanson et al., 2012).

Programming language: Julia programming language (Bezanson et al., 2012)

• Pros 
• Easy to run 
• Portability (no need to specify "magical" compiler options specific to each environment) 
• Fast (e.g., 10 lowest eigenpairs of 28Si (in full sd shell) can be calculated in ~3 sec.) 
• One can easily extend the code 

• Cons 
• poorly parallerized (for # of threads >= 12) 
• greedy (compared to the "on-the-fly" generation of matrix element)

https://github.com/SotaYoshida/NuclearToolkit.jl
http://www.apple.com/uk
https://doi.org/10.48550/arXiv.1209.5145
http://www.apple.com/uk
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Code https://gitlab.com/cbarbieri/BoccaDorata 
Papers Prog. Part. Nucl. Phys. 52, p. 377 (2004), Phys. Rev. A76, 052503 (2007),  Phys. Rev. C79, 064313 (2009), Phys. 
Rev. C89, 024323 (2014). 

BoccaDorata
• The BcDor code is built upon a C++ class library that is meant for the computation of many-body Green’s functions (propagators) in 
finite systems. This is written in J-coupled formalism and it is therefore mostly suitable for the ab-initio computation of finite nuclei in 
the medium mass range.  

• The public version of BcDor contains all the basic components of this library and allow for calculation of closed-shell nuclei up to 
second order in the self-energy expansion and up to the coupled cluster with doubles approximation. This will allow for simple 
computations of binding energies, of the nuclear self-energy (which provides an optical potential) and of the spectral function. 

Programming language: C++; LAPACK, BLAS

Distribution: Free

https://gitlab.com/cbarbieri/BoccaDorata
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Code https://github.com/ragnarstroberg/imsrg 
Paper  http://link.aps.org/doi/10.1103/PhysRevLett.106.222502  

http://www.sciencedirect.com/science/article/pii/S0370157315005414

IMSRG
• In-Medium Similarity Renormalization Group software for nuclear structure calculations. It is capable of performing Hartree-

Fock, single-reference IM-SRG, and valence-space IM-SRG calculations.

Programming language: C++ Python; BOOST, ARMADILLO libraries

Distribution: GNU Public License

212 H. Hergert et al. / Physics Reports 621 (2016) 165–222

Fig. 31. Excited-state spectra of 22,23,24O based on chiral NN + 3N interactions and compared with experiment. Figures adapted from Ref. [18]. The MBPT
results are performed in an extended sdf7/2p3/2 space [144] based on low-momentum NN + 3N interactions, while the IM-SRG [18] and CC effective
interaction (CCEI) [19] results are in the sd shell from the SRG-evolved NN + 3N-full Hamiltonian with h̄! = 20 MeV (CCEI and dotted IM-SRG) and
h̄! = 24 MeV (solid IM-SRG). The dashed lines show the neutron separation energy.
Source: Figure taken from Ref. [12].

solution vector in memory, which is the main computational bottleneck of the method. What is worse, the dimensionality
of the flow equations roughly doubles for each additional observable one wishes to calculate, and each operator can evolve
with rather different timescales than the Hamiltonian, increasing the likelihood of the ODEs becoming stiff.

To bypass these limitations, an improved formulation of the IM-SRG was proposed in Ref. [63] that utilizes the Magnus
expansion from the theory of matrix differential equations [62,105]. In essence, the problem is recast so that rather than
solving flow equations for the Hamiltonian and other operators of interest, one solves flow equations for the anti-Hermitian
operator ⌦(s), where U(s) = e⌦(s). The unitary operator U(s) is then used to transform the Hamiltonian and any other
operators of interest via the Baker–Campbell–Hausdorff (BCH) formula. The advantage of the Magnus formulation stems
from the fact that the flow equations for⌦(s) can be solved using a simple first-order Euler stepmethodwithout any loss of
accuracy, resulting in substantial memory savings and a modest reduction in CPU time. In the conventional approach, time-
step errors accumulate directly in the evolved H(s), necessitating the use of a high-order solver to preserve an acceptable
level of accuracy. In the Magnus formulation, even though sizable time-step errors accumulate in ⌦(s) with a first-order
method, upon exponentiation the transformation is still unitary, and the transformed H(s) = U(s)HUÑ(s) is unitarily
equivalent to the initial Hamiltonian modulo any truncations made in evaluating the BCH formula. For further details on
the implementation of the Magnus formulation, see Ref. [63].

The insensitivity to time-step errors is illustrated in Figs. 32 and 33, which show the 0-body part of the flowing
Hamiltonian H(s) versus the flow parameter for the electron gas, where we plot E0(s) � EHF as an approximation
of the correlation energy at large s, and for 16O, respectively. The black solid lines denote the results of a standard
IM-SRG(2) calculation using the predictor–corrector solver of Shampine and Gordon, while the other curves denote IM-
SRG(2) and Magnus(2) calculations using a first-order Euler method with different step sizes �s. For the electron gas, the
exact full configuration quantumMonte Carlo (FCIQMC) results [167] are shown for reference. Unsurprisingly, the IM-SRG(2)
calculations using a first-order Euler method are very poor, with the various step sizes converging to different large-s limits.
The Magnus(2) calculations, on the other hand, converge to the same large-s limit in excellent agreement with the standard
IM-SRG(2) and the FCIQMC results.

The evaluation of general operators poses considerable computational challenges in the conventional formulation of
the IM-SRG. In the Magnus expansion formulation, the evolution of additional operators is relatively straightforward
since the dimensionality of the flow equations is fixed, regardless of how many additional operators are being evolved.
Proof-of-principle operator evolutions have been carried out for the momentum distribution in the electron gas, and the
generalized center-of-mass Hamiltonian in 16O with encouraging results [63]. The relative ease of performing operator
evolution is especially encouraging for shell model applications, as it opens up the exciting possibility for consistent,
nonperturbative calculations of both Shell-Model Hamiltonians and effective electroweak operators (e.g., the 0⌫�� matrix
element, quenching of Gamow–Teller strength, etc.) relevant for studies of fundamental symmetries in nuclei.

Acknowledgments

We thank C. Barbieri, S. Binder, A. Calci, T. Duguet, J. Engel, F. Evangelista, R. J. Furnstahl, G. Hagen, K. Hebeler, M. Hjorth-
Jensen, J. D. Holt, J. Langhammer, J. Menéndez, T. Otsuka, T. Papenbrock, R. Roth, J. Simonis, V. Somà and S. R. Stroberg

http://link.aps.org/doi/10.1103/PhysRevLett.106.222502
http://www.sciencedirect.com/science/article/pii/S0370157315005414
https://arma.sourceforge.net/
https://www.boost.org/

