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My career in high-energy physics
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High Energy Ring

e Silicon detector calibration
+ operations

CP violation analysis

RPC detector operations
* Form-factor analysis in + software

semileptonic decays + Event generators

e Event generators (“EvtGen”)

e Event reconstruction
software

CMS @ CERN
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e Event reconstruction
software

* Simulation techniques

* Computing resource
projections



My Goal for Today

* To tell you about experiences working in research software endeavors
and how software has however also become a critical element to design
and maximize the physics discovery potential of large data intensive
science projects.

* To convince you of the importance of these research software
collaborations to scientific discovery, and to discuss new initiatives for
fostering new collaborations.

* Nota bene: Examples are often biased towards energy-frontier
experiments, and specifically CMS, as that is what | am most familiar with.
However it is typically easy to find similar examples elsewhere



High Energy Physics is a facilities driven science
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These Facilities allow scientists to discover and test the
Standard Model of Particle Physics

three generations of matter
(fermions)

1974 1995
SPEAR Tevatron
(SLAC), (Fermilab)
AGS (BNL)

1977

1968 Tevatron
Mark-III (SLAC) (Fermilab)

parton-model evidence [fixed-target]
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Science questions continue to drive these facilities
While the Standard Model of Particle Physics

describes, often with incredible precision, the 26.8% Dark
vast majority of experimental observations, it is
known to be incomplete. It does not (for i ¢ 9% Ordima

Matter/‘

example) include gravity, and it does not explain
neutrino masses, the matter-antimatter
asymmetry or dark matter/energy.

From “Building for Discovery - Strategic Plan for U.S. Particle Physics in the Global Context”
- Report of the Particle Physics Project Prioritization Panel (P5):

1) Use the Higgs boson as a new tool for discovery

2) Pursue the physics associated with neutrino mass

3) Identify the new physics of dark matter

4) Understand cosmic acceleration: dark energy and inflation

5) Explore the unknown: new particles, interactions,

and physical principles 7




Large Hadron Collider
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Alps
27km circumference tunnel,
o with larger caverns at points
around the ring for detectors

100-150m underground

Built in the 1980s for a
previous collider (LEP) and
expanded with new caverns
and access in the early 2000s

Highest energy collider (design
14 TeV, operating at 13.6TeV)
currently available
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The 4 LHC
Experiments

CMS DETECTOR

STEEL RETURN YOKE
Total weight : 14,000 tonnes 12,500 tonnes SILICON TRACKERS C IVI S
Overall diameter :15.0m Pixel (100x150 pm) ~16m* ~66M channels
Overall length :28.7m Microstrips (80x180 um) ~200m? ~9.6M channels

Magnetic field  :3.8T
SUPERCONDUCTING SOLENOID
Niobium titanium coil carrying ~18,000A

MUON CHAMBERS
Barrel: 250 Drift Tube, 480 Resistive Plate Chambers
Endcaps: 468 Cathode Strip, 432 Resistive Plate Chambers

Ny Detector

\\\”< Muon
Hadren y ‘

<. Chambers
Calorime £

PRESHOWER
Silicon strips ~16m? ~137,000 channels

FORWARD CALORIMETER
Steel + Quartz fibres ~2,000 Channels

Detector

N Vertex . e
220 Detector agnetic

Calorirﬁ}eter

CRYSTAL
ELECTROMAGNETIC
CALORIMETER (ECAL)
~76,000 scintillating PBWO, crystals

Detector characteristics

Width: \ \ 18m
Length: | \12m
Height: 12m

Weight: 4270t >

HADRON CALORIMETER (HCAL)
Brass + Plastic scintillator ~7,000 channels
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The “onion” of the CMS detector

Oom
Key:
Muon
Electron
Charged Hadron (e.g. Pion)
-~ — — - Neutral Hadron (e.g. Neutron)
Photon

Silicon
Tracker

\ Electromagnetic
) -~ N
) i |' Calorimeter
1'% ]

Hadron
Calorimeter

Transverse slice
through CMS

Superconducting
Solenoid

Iron return yoke interspersed
with Muon chambers
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The DUNE experiment is designed to understand properties
of neutrinos

Propagation can change a
into an

Put a huge LAr detector “DUNE” in
the Homestake Gold Mine

Make a very powerful neutrino beam
Run for 10 yrs

V BEAM (800 miles)
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The first FD Module:
17 kt LAr cryostat

» Major underground excavation removing ~800,000
tons of rock

« Two large caverns housing four cryostats and a
central utility space

* 4%17,000 tons of LAr to fill the cryostats: the
target for neutrino interactions

19.1m (15.1m) W x 18.0m (14.0m) H x 66.0m (62.0m) L

14



Next-generation colliders allow precision science with Higgs

FCC-ee/CEPC ~100 km
o i

Name ' J S o o Sy SR R R ERC ~100 km
- ) y o~ W a Fa' b

FCC-ee

CEPC

ILC (Higgs factory)

CLIC (Higgs factory)

CCC (Cool Copper Collider)
CERC (Circular ERL collider)
ReLiC (Recycling Linear Collider)
ERLC (ERL Linear Collider)

XCC (FEL-based yy collider)

"
»* s
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MC (Higgs factory) , . ; :

<>
“ beam dump

wiggler(-dE~0.025 GeV)

21 km
Polarized Separator Separator
—m— | —

Eection Sourf:f Pre-Damping Ring

u." Brookhaven = _ : ¥ Linao

National Laboratory Positron Source si—




Electron-lon Collider

Possible

Electron Injector
(RCS)

(Polarized)
lon Source

Alternating Gradient
Sychrotron

The EIC (to be built at
Brookhaven National Lab) will
collide electrons and ions to
probe quarks and gluons with
sub-femtometer resolution to
address fundamental questions

* Precision 3D imaging of
protons and nuclei

* The proton spin puzzle

* How does the glue bind us
together?
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Just as with facilities, HEP scientists rely on large computing
infrastructures to do their science

CMS Preliminary

+ Data Dec 05, 2012
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Just as with facilities, HEP scientists rely on large computing
infrastructures to do their science

CMS Public CMS Public
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* Today’s experiments require O(100k) compute cores and O(100) PB fast-
access storage to do data processing and to make data available to
analysts
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Data flow from collisions to analysis results

Trigger Reconstruction

F‘H
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Data flow from collisions to analysis results

Tﬁgger

F‘”’
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Data flow from collisions to analysis results

Tﬁgger

F‘”’
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Data flow from collisions to analysis results

Trigger Reconstruction

F‘H
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Event trigger

* The LHC collides proton bunches
at 40MHz, i.e. a bunch crossing
every 25ns

e Common codebases are often
used for data reduction (high

level trigger) and detailed offline
processing (reconstruction) of
detector data and simulation

e Each consists of numerous
algorithms, primarily developed
by HEP research community
researchers with varying
technical skill sets

Run 3: ~0.1MHz, ~0.1 TB/s
HL-LHC: ~1MHz, ~5 TB/s

Seconds

Run 3: ~1kHz, ~1 GB/s
HL-LHC: ~10kHz, ~50 GB/s

Hours to Days

40 MHz event rate
from LHC




Reconstruction applications process ditedswe e
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Monte Carlo simulation is an essential tool in HEP

Physics
Generators

Particle 4-vectors

Geometry/
Material Geant 4

Description

Simulated Hits Simulated Hits
from Pileup
Interactions

.

Electronics Simulated
Simulation Rty el

> | Noise Model -

= “Digitization”




Event Generator view of a collision

* Event generators simulate \ \ \ \ \ \ Detector

high energy collisions of
elementary particles \
(generating momenta and \

other properties) \ \ \

* 1 “event” corresponds to i o0 e
1 collision-scattering ®

* Matrix element generator

e Simulates the hard
scattering process

* Parton shower generator
» Soft/collinear radiations —

27



Approaches to detector simulation are increasingly capable

) G 4 High precision detector modeling required for increasingly
EANT . complex questions being asked by current and planned

A SIMULATION TOOLKIT experiments.

Fast simulation or fast generation L=
apprqaches ba.sed on modern machine cenpus oy on P CA output data
learning techniques e distributions | error N components

Neural

Truth Kinematics etactor Sifi + Network
Z X = _f(x,6,60) Predictions H 2 H 1 1
Reconstructed Novel simulation approaches (i.e., simulation based

T Kinematics

o | =00 = 22D - Learmed Inference, differentiable programming-based, etc)
: Ex:z:t RERGIE Targets Function o e
S Simulator

—> t(z10) = Vylogp(z|6)

Theory
Parameter
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What are the big challenges?



Experimental timescales span decades

( HiLumi Y
LARGE HADRON CQLLIDER

| | Run 2 Run 3

EYETS 13.6 Tev LRAAL 13.6 - 14 TeV
13 TeV - - energy

Diodes Consolidation

splice consolidation cryolimit LIU Installation HL-LHC

7 TeV 8 TeV button collimators interaction ' inner triplet ’ :
S — R2E project reg|ons Civil Eng. P1-P5 pilot beam radiation limit installation

2011 2012 2013 2014 2015 2016 2017 2018 2019 2020 2022 2023 2024 2025 2026 2027 mml"""m
x nominal Lumi

5t075

ATLAS - CMS
experiment upgrade phase 1 ATLAS - CMS
]

beam pipes S heRiRal iR ALICE - LHCb | Bscnaminat il HL upgrade
]

nominal Lumi

75% nominal Lumi I/—— upgrade :
3010 190 b | egrated RN
luminosity EETTE {3

Experiment designs start far before data taking. CMS was formed in 1992 (30 years
ago!), expects to run through 2040 and do data analysis for years after that




HEP software lifecycle

Paper Analysis Models Concrete Analysis Models@
Early Reconstruction Reconstruction/Calibrations With Data @

End of

Devel. Simulation Simulation Comparisons With Data @
_ S
= Long term
CDR's TDR's First Results  Analysis @ 2

Challenges
Testbeams  Commissioning First Data Lumi/Detector Upgrades
Monte Carlo Productions Monte Carlo Productions

Data Production
Analysis Productions

maintainance

Technical issues: compilers, operating systems, good/bad/new technology
choices, experts coming and going, etc.
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The scale of developer community within experiments

350

300

250 -

200 A

180 -

100 -

50 -

1162 total

Code inCVS —a—
Code in github —a—

<D 2o 7]

CMS Software
Individuals making code
changes each month

568 total

Many developers,
typically a handful of
true experts
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The Scale of the needed code base

!

Total

C++

Python

C/C++ Header
Fortran 77

G

w (el
T

-
T

2

Source lines of code (Millions)

|
B .

0 T ———

e IR R LY o - BN\ - JRRCN \ BN, SRt AR TN TRC,
1 A R R A R A A

Y o
o e

Millions of lines of code for CMS - And this excludes most analysis code,
event generators, Geant4, etc....
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Commodity resources evolve faster during experiment lifecycles

Transistors, x10°

Single-thread performance NVIDIA TOPS MLPERF DATA CENTER BENCHMARKS

Frequency, MHz , A100 Is Up To 237x Faster Than The CPU

Typical power, W

- OFFLINE SERVER
Number of cores 10x
. Xilinx U250 (Available) Xilinx U250 (Available) 237
' Intel Cooper Lake (Preview) Intel Cooper Lake (Preview) X
& NVIDIA T4 (Available) NVIDIA T4 (Available) Vs CPU
X o
% m NVIDIA A100 (Available) 8x mNVIDIA A100 (Available)
-
[e]
S
o
()
N 6x
= 6x
£
=
S
=
S
i 4x
=
L
(]
O
1%
<
o 2x 2x
a
(P Ehbbblidy’ | Ditvettsl | iiuaitiebds | planiwaaid | feamaeh | B X - - ---------ae - ------1- e - - -
0.3X 0.8X  g.2x 0.2X 0.1X 0.7X 0.2X 0.1X 0.04X
0x 0x
' ' Medical Image Speech Object Recommendation NLP Image Speech Object Recommendation NLP
-1 ] Imaging Classification Recognition Detection DLRM BERT Classification Recognition Detection DLRM BERT
1970 1975 1980 1985 1990 1995 2000 2005 2010 2015 SOLRe R p B el e e
MLPerf v0.7 Inference Closed; Per-accelerator performance derived from the best MLPerf results for respective submissions using reported accelerator count in Data Center Offline and Server. 3D U- . =
Yea r Net 99.9%,: 0.7-125, 0.7-113, 0.7.111, ResNet-50: 0.7-119, 0.7-124, 0.7-113, 0.7-111, SSD-Large: 07123, 0.7-113, 0.7-111 DLRM 99.97%: 0.7-126, 0.7-113, 0.7-111, RNN-T, BERT 99.9%: 0.7-111, 0.7-113 X = No result submitted
MLPerf name and logo are trademarks. See www.mlperf.org for more information. .

The end of Dennard Scaling: Parallelism on a chip: GPU performance

Parallelism has becqme the ways to Currently trip'es every 18 months
faster performance In compute
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Challenge of next-generation, higher-luminosity or
higher-intensity experiments

NN
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W
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 HL-LHC expects to deliver 200 simultaneous interactions per bunch crossing.
5x more than today.

* More capable detectors are being built to facilitate finding "needles” in this
much bigger “haystack”

* Similarly, the analyst community must develop new approaches to prepare for
much higher event rates, higher event complexity, and more detailed detector
information.
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Future experiments pose even larger computing challenges

CMS Public CMS Public
Total Disk

Total CPU .
2022 Estimates 2022 Estimates
—— No R&D improvements
-®- Weighted probable scenario
== = 10 to 20% annual resource increase
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== = 10 to 20% annual resource increase
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* A naive extrapolation from today’s computing model and techniques,
even after assuming Moore’s Law increases in capabilities, is insufficient
to meet the expected resource needs for HL-LHC

e Technology evolution for processors and storage is an additional challenge

 New ideas and methods are needed, and software is the key ingredient
36



Human time is critical: Optimizing analysis is about more
than just about pure resources

-

/

{.
!
J

Analysis Dataset
size

Target Scan
Tumaround time

Analysis team size
{physicists)

Primary analysis

‘. resource

LHC (Run 1&2)
10 TB

Weeks

5-10

HL-LHC (Run 4+)
1,000 TB

Hours

LHC analysis:
e Search & Precision Physics
e Simple ML techniques (BDT)
e Reproducibility in its infancy

HL-LHC analysis:
e Very High Precision Physics
e Modern ML (Deep Learning)
e Reproducible and Open Data

37



Open data and open software are ever more important

* Reproducibility Intentional approach to production, analysis and publication

processes fosters research across numerous scientific communities

based on HEP our results

* Reinterpretability * Our community is understanding how best to do this, and what
tools are needed to make this “easy” for HEP researchers

* Reusability

opendata

Help  About ~
cern

Explore more than two petabytes
of open data from particle physics!

O Search or jump to... / Pull requests Issues Codespaces Marketplace Explore L+~ ‘v

& cms-sw /cmssw ( Public <z EditPins ~ ®Unwatch 73 ~ % Fork 3.9k - Yy Star 909 -

Explore Focus on'§, . . . . . . . .
<> Code () Issues 598 1 Pull requests 83 ) Discussions (» Actions [ Projects [0 Wiki (@ Security |~ Insights 3 Settings

' ]
# master +  §° 80 branches © 2,267 tags Go to file Add file ~ <> Code ~ About €3

CMS Offline Software

The FAIR Guiding Principles for scientific data
management and stewardship

Mict

Likelihoods

[ Aset of principles, to ensure that data are shared in a way
that enables and enhances reuse by humans and machines

Findable Interoperable

11. (meta)data use a formal, accessible, shared, and broadly
applicable language for knowledge representation.

2. (meta)data use vocabularies that follow FAIR principles.

13. (meta)data include qualified references to other (meta)data.

diMerentiable
4 ikeliboods

Interpretation .} hf Modeling

Reusable
R1. meta(data) have a plurality of accurate and
relevant attributes.

R a are released with a clear and accessible
universally implementable. 5
on andaithorization )dala are associated with their
when the data are no longer available. )data meet domain-relevant community standards.

Likelihoods are an essential link between theory and ATLAS data (Image: K. Cranmer/ATLAS)
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Taking a system-level view is essential for success

Computing Model

System View

Facilities
and
Distributed
Cyber-
infrastructure

Production Analysis
Model Model

Application
Software Physics Cost and Infrastructure
Generators, Requirements, Data Resource Software
Simulation, Detector Models (Hardware)  Workflows,
Reco/Trigger, | Evolution Constraints  Data Mgmt,
Analysis Services

We aim to deliver more
than software. Big (Team)
Science projects need
“Computing Models”.

Software enables the
science. At the same time,
software now often
transcends facilities. Is it
time to consider software
in the context of being
infrastructure
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Organizing the HEP community to address these challenges

The HEP Software Foundation facilitates cooperation and common

I I F efforts in High Energy Physics software and computing internationally.

* The HSF (http://hepsoftwarefoundation.org) was created in early 2015 as a

means for organizing our community to address the software challenges of
future projects such as the HL-HLC. The HSF has the following objectives:
e Catalyze new common projects

* Promote commonality and collaboration in new developments to make the most of
limited resources

* Provide a framework for attracting effort and support to S&C projects
* Provide a structure to set priorities and goals for work in common projects
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http://hepsoftwarefoundation.org/

volume 3, Article 7 (2019)

“The result: a Programme of Work for
the field as a whole, a multifaceted
approach to addressing growing
computing needs on the basis of
existing or emerging hardware.”

January 2017

Eckhard Elsen (CERN Director of
Research and Computing), editorial

June 2017 published with CWP/Roadmap

Annecy

Many workshops, involving a diverse group Individual Papers on the arXiv:
International participants Careers & Training, Conditions Data, DOMA, Data Analysis &

. Interpretation, Data and Software Preservation, Detector
Computing Management from the P

] Simulation, Event/Data Processing Frameworks, Facilities and
Exp.e.rlment.s and La bS. ‘ Distributed Computing, Machine Learning, Physics Generators,
Individuals interested in the problems Security, Software Development, Deployment, Validation, Software
Members of other compute intensive Trigger and Event Reconstruction, Visualization
scientific endeavors
Members of Industry Community White Paper & the Strategic Plan S
http://s2i2-hep.org/ ‘ i

https://hepsoftwarefoundation.org/
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http://s2i2-hep.org/
https://hepsoftwarefoundation.org/
https://hepsoftwarefoundation.org/organization/cwp.html
https://arxiv.org/abs/1712.06982
https://arxiv.org/abs/1712.06592
https://arxiv.org/abs/1712.06982
https://arxiv.org/abs/1712.06592
https://link.springer.com/journal/41781

The CWP has led to successful collaborative projects (examples..)

\\\ ‘

ESCAPE

ope e Cluster of
le

t ph ESFRI rrrrrrr h Infrastruclures

Institute for Research and SoftWare and InFrastruture European Science Cluster of
Innovation in Software for Technology for High Energy Astronomy & Particle physics
High Energy Physics (IRIS- Physics ESFRI research infrastructures

HEP)
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Leveraging data science for HEP analysis

Scientific Python / PyData vision/ecosystem
© y
E‘ N'etwork,.\'.

SN | StatsModels SymPy
! Statistics iv

4.1
A Qﬂv{l\un S

(and

many,
many
more)

& scikit-image

) leann % matplotlib

pandas u; i

PyMC

[
W‘ Bokeh

ﬁ' array s _

= ﬁ NumPy Jupyfﬁr

TPyl

IPython

Ly

DASK

Application
Specific

Domain
Specific

Technique
specific

Foundational

Developing HEP data ana/lysis ecosystem

R et
““mpytma "\ H
thepmc

g bm

hepunits

Fartlcle |

| (/' ka.fi/)
lﬂhlstoprmt

Boosts e s
ﬁ”lstogram Jupyter
4 Vi DASK

zmmult

z%

matpf thb

@ python %Numba
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Awkward Array — numpy for HEP data

General tool for manipulating JSON-like
structures in a NumPy-like way.

output = []
for sublist in python_objects:

woi (] S Motivated by problems in HEP, but

(o e T oA 141, 14 01, general enough for any irregular data.

tmp2.append(np.square(number))
tmpl.append(tmp2)
output.append(tmpl)

Featured on the PythonBytes podcast.

* General tool for manipulating JSON-like structures in a NumPy-like way

* Motivated by problems in HEP which commonly include irregular,
“jagged” data
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Exciting results are possible: Orders of magnitude speed ups

RAM memory loading and computing (jagged) pz = pt*sinh(eta) time to complete

1000 MB 100 sec
PyROOT load and compute j

—

1 1

Python list of lists of dicts

root_numpy's array of arrays 10 sec

o Python list of lists of __slots _ classes

1 Lllllll

root_numpy compute in loop over ufuncs
Python list of lists of dicts in Python for loops e—__

Python list of lists of _ slots classes in Python for loops e—=
root_numpy load

carializad IO tavt (far rafarancrao)
e serialized JSON text (for reference)

RSO

e std::vector<std::vector<struct>>
ROOT RDataFrame load and compute
ROOT TTreeReader load and compute 0.1 sec
ROOT TBranch::GetEntry load and compute .\3

4
J 0.01 sec

|




What comes next? Analysis tool chains and facilities

rather than just tools

Analysis Tools

Analysis Facilities

g

Vo] oot
Reading and writing
ROQT files (just I/O)

Awkward
Array
e Y hep-tables ™.
anipulating arrays
with nested structure '
(not HEP-specific)

DataFrame for
nested structure

Boos
|I istogram

VecCtor

2D, 3D, & Lorentz vectors

& hist!

Histogramming

o . . W DOMA

OEIrVICeA g
func-ad| Remotedata
Remote queries

S iminuit

! Raw minimization

p.' “':‘“L..:! Statistical tools

. HistFactory-style fits

NanoEvents, Curve fits

Lorentz vectors,
Histogramming,
Correction functions,
Distributed processing...

mplhep

Plotting

" Particle
] Pythonic PDG

Coffea-casa Interactive Analysis Facility
hitps.//ir (
JupyterHub l Dask scheduler ‘

(shared

between Dask
users) Jupyter kernel T

Data delivery services - ServiceX

XCache

Remote data
access

is-hep.org/projects/coffea-casa.html

HTCondor scheduler

HTCondor workers

Grid / cluster site resources
Kubernetes resources
Per-user resources
| Shared resources between users




Adoption of Al techniques to solve HEP challenges

HGCAL Data Sparsified MNIST Data

'I QI 'l QI '| " 'I 'l
5 X, 8.5 X, DX, 15X, 2%, 19X, HX X

L@y, 11, B4
100 hits |00 pixels

with P2 22 with
highest : : highest
energy intensity
[©100> M100> E100] [%100> Y100> L100]




So then why are we here...



Observation: Nearly all authors of the HSF Community
Roadmap where from institutions in Europe and the US

Origins of Authors
of HEP Software and
Computing Roadmap




HSF-India project

* HSF-India is a 5 year project funded by the US National Science Foundation
that aims to build international research software collaborations between
US, European, and India based researchers to reach the science goals of
experimental particle, nuclear and astroparticle research.

* Given the growing complexity of our scientific data and collaborations,
these collaborations are increasingly important to raise the collective
productivity of our research community.

* Intended as a long-term investment in international team science.

* What activities can we fund?
* Fellowships
e Researcher exchanges
* Training events
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IRIS-HEP Fellows Program

* Key Insight: we need to provide

incentivized and explicit paths forward for

enthusiastic students from the more
advanced training schools in HEP

(ESC/Bertinoro, CoDaS-HEP, MLHEP, etc.)
or for people who become engaged with

our software projects in other ways.

* Project focused: bring students into
contact with “mentors” to work on a
specific, pre-defined project, allowin
them to grow their software skills an
experience working in large projects.

IRIS-HEPs fellow program.

https://iris-hep.org/fellows.html

Sophia Korte Anni Li Haoran Sun

Florida State University of University of

University California, San Washington
Diego

Jun — Sep, 2022

Jun — Sep, 2022 Jun - Sep, 2022

Scott Demarest
Florida Institute of
Technology

Ameya Thete
BITS, Pilani - K.K.
Birla Goa Campus

Saransh Chopra
Cluster Innovation
Centre, University
of Delhi

Jun - Aug, 2022

Jun - Aug, 2022 Jun — Aug, 2022

~
4
o

Ziyang Ye Max Zhao Aryan Roy
University of University of Manipal Institute
Wisconsin- California, of Technology
Madison Berkeley

Apr - Aug, 2021
May — Jul, 2022

May — Aug, 2022

May — Aug, 2022

Maya Wallach 20é Bilodeau Katie Edwards
Michigan State Skidmore College lowa State
University University

May — Jul, 2022 May — Aug, 2022 May — Aug, 2022

Zhe Wang
University of

Wisconsin-

Madison

Jun - Sep, 2022

Jay Gohil
School of
Technology PDEU

Jun - Sep, 2022

Natalie Bruhwiler
University of
California,
Berkeley

May — Aug, 2022

Elliott Kauffman
Duke University

May — Aug, 2022

Jake Li

PEES

Volodymyr

Ernest Sorokun
Taras

University of
illinois at Urbana-
Champaign

Taras Shevchenko
National University
of Kyiv

Jun - Aug, 2022 Jun - Sep, 2022
Dec, 2022 - Feb,
2023

Philip Templeman

University of Notre

Dame Tetiana
Yushkevych
Odessa

Polytechnic
National University

May — Aug, 2022

Surya Kateryna
Somayyajula Skurativska
University of Kyiv Academic
Wisconsin- University
Madison

May — Aug, 2022

Jul - Sep, 2022

Ben Kuchma
University of

Massachusetts - Andrii Koval
Amherst Taras Shevchenko

National University
May — Aug, 2022 of Kyiv

Jun - Sep, 2022

National University
of Kyiv

Aug - Oct, 2022

Ivan Prinko
Kyiv Academic
University

Kyrylo Meliushko
Taras Shevchenko
National University
of Kyiv

Jul - Sep, 2022

Viacheslav
Kucherenko
Kyiv Academic
University (KAU)

Jun - Aug, 2022

Jul - Oct, 2022

Volodymyr
Shabanov

V. N. Karazin
Kharkiv National

University.

Dmytro
Horyslavets
Kyiv Academic
University

Maxym
Naumchyk

Igor Sikorsky Kyiv
Polytechnic
Institute

Jul - Aug, 2022

Andrii Len
Taras Shevchenko
National University
of Kyiv

Jun - Sep, 2022

Borys Olifirov
Bogomoletz
Institute of
Physiology of NAS
of Ukraine

Jul - Sep, 2022

Oleksii Brovarnyk
National Technical
University
“Kharkiv
Polytechnic
Institute" (NTU

Andrii Falko
Taras Shevchenko
National University
of Kyiv

Jun — Sep, 2022

Jerry Ling
Harvard University

Jun — Sep, 2022
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Bohdan
Tyshchenko
Taras Shevchenko
National University
of Kyiv

Jul - Sep, 2022

Oleksii Kiva

Igor Sikorsky Kyiv
Polytechnic
Institute

Artem Havryliuk
National Technical
University of
Ukraine (Igor
Sikorsky Kyiv
Polytechnic
Institute)

Jun - Sep, 2022

Atell-Yehor
Krasnopolski
Taras Shevchenko
National University
of Kyiv

Jun — Sep, 2022


https://iris-hep.org/fellows.html

Three broad research themes as a basis for building collaborations

1. Analysis Systems
* R&D for tools or techniques for analysts
* Building integrated analysis facilities

2. Simulation tools
* Event generators, detector simulation, fast simulation techniques, etc
* R&D on/with existing toolkits (especially cross-experimental)
 R&D on new techniques

3. Open Science

 R&D on tools, techniques and systems that enable and encourage reuse,
reproducibility, etc of scientific results
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Bootstrap collaboration through software training

HEP Software Training

CoDaS-HEP (US)
CERN school of computing - / GridKa school (DE)

MLHEP school (EU) < f INFN ESC school (IT)
Industry (Intel, NVIDIA, ...) “ /
<

Advanced Ph.D. Students, Postdocs, Senior CMSDAS

Advanced ROOT ATLAS tutorial series

Geant4 %» LHCD starter kit
>

Programming Early Ph.D. Students, New Researchers ROOT Data
Python

Data science Git

C++ > Unix
\»

Early Ph.D. Students

A vision for training in HEP: researchers progress (vertically) from basic
skills training, through user training in existing software to training in
skills needed to develop new research software.
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The HSF has accumulated considerable training material and

runs regular training courses

Basics
The UNIX Shell

A guide through the basics of the file
systems and the shell.

W start learning now!
/ Contribute!
SSH

Introduction to the Secure Shell
(SSH)

A\ status: Early development
W Start learning now
/ Contribute!
ROOT

The most famous data analysis
framework used in HEP.

W Start learni

/ Contribute

Version controlling with git

Track code changes, undo mistakes,
collaborate. This module is a must.

Wl start learning now!

/ Contribute!

Machine learning

Get behind the buzzword and teach
machines to work for you
intelligently!

) Start learning now
[H Watch the videos!

/ Contribute!

Software Development and Deployment

Version controlling with git

Track code changes, undo mistakes,
collaborate. This module is a must.

Wl Start learning now
# Contribute!

CI/CD (github)

Continuous integration and
deployment with github actions.

Wl Start learning now!
[H Watch the videos!

/ Contribute!

Unit testing
Unit testing in python.
¥ Status: Beta testing
W Start learning now!

/ Contribute!

C++corner
HEP C++ Course

Afullintroduction to C++ based on a
series of slides and exercises.

Wl Start learning now!

[H Watch the videos!

Advanced git

Learn to work with branches and
more with this interactive webpage.

) Start learning now!
/ Contribute!

Docker

Introduction to the docker container
image system.

Wl Start learning now!
H Watch the videos!

/ Contribute!
Level up your python

Advanced bits of python (testing,
debugging, logging, and more)

Wl Start learning now!

/ Contribute!

Build systems: cmake

Building code is hard. CMake makes
it easier.

Wl Start learning now

Programming with python

Get started with an incredibly
popular programming language.

Wl Start learn ng now!

/ Contribute

Matplotlib for HEP

Make science prettier with beautiful
plots!

% Status: Beta testing
Wl Start learning now

/ Contribute

CI/CD (gitlab)

Continuous integration and
yment with gitlab.

Wl Start learning nov
H Watch the videos!

/ Contribute
Singularity

Introduction to containerization with
Singularity/Apptainer.

A status: Early development
Wl Start learn ng now!

/ Contribute
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Wrapup

* Many aspects in research software in HEP are both exciting and
challenging. Our field is evolving to work cross-experiment and towards
and open and more sustainable approach to software infrastructure

* “HSF-India” : We are here to discuss with interested research groups

about how our program could be structured and used to support your
research goals

* General attributes of fellowships and research exchanges
* Specific research ideas/projects with common interest

e Establish communication channels

* |ldentify opportunities for training events

* Thank you for coming!
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The analyst community is very interested in this approach

(As measured by the IRIS-HEP Slack group)

Membership - All time
479 ® 452 161 ®
Total Claimed Weekly active

Active members in your organization

See how many people are active — meaning they posted a message or read
at least one channel or direct message.

Weekly Daily

T Y )
~ S A B a0 3

® Weekly active members @ Members who posted




Examples how experiments are not re-inventing the wheel

Acts is an experiment-independent
toolkit for (charged) particle track
reconstruction in (high energy)

physics experiments implemented
in modern C++.

Event Data Model: EDM4hep |

W =

5,
() e

. 5 5
7y ; .
13 &, K . !

Generator || 'Simulation Recon- | Analysis |
struction
Pythia, | C++, Python Overlay

TTTTTTTT

Detector Geometry: DD4hep

The Key4dhep project aims to provide a
turnkey software solution for the full
experiment life-cycle, based on established
HEP community tools. It initially targets

future collider communities (CEPC, CLIC,
EIC, FCC, and ILC)
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