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Introduction
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From the first MODE workshop
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What is a physics Analysis?

From Nathan Simpson’s Talk

https://indico.cern.ch/event/1022938/contributions/4487419/attachments/2305587/3922485/MODE_Sept21_Nathan_simpson_e2e.pdf


From the first MODE workshop
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How do we optimize it?

From Nathan Simpson’s Talk

https://indico.cern.ch/event/1022938/contributions/4487419/attachments/2305587/3922485/MODE_Sept21_Nathan_simpson_e2e.pdf


NEOS
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An Analysis

G. Watts (UW/Seattle) 7

PreselectionData Analysis Proper Statistical Model

Reduce PBs of data to 
something manageable 

without cutting out 
physics

Mercilessly kill 
background to bring out 

the signal, measurement, 
etc.

Histograms, etc., to 
statistically calculate how 

well you did

PBs of 
reconstructed data



Example from Published ATLAS Analysis
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Data

Simple Cuts

NN and BDT

More cuts

ABCD (histogram)

Statistical Model



Example from Published ATLAS Analysis
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Data

Simple Cuts

NN and BDT

More cuts

ABCD (histogram)

Statistical Model

We know how to use gradient descent to train these 
individually



Training Selection Cuts

G. Watts (UW/Seattle) 10



What is a Simple Cut?

G. Watts (UW/Seattle) 11

Keep data this side 
of the line…

Keep only the data on one side of a line.

In HEP:
𝑥 > 1.127

If we think of this in terms of probability, then:

𝑥 > −1.127 1.0
𝑥 ≤ −1.127 0.0

𝑤𝑒𝑖𝑔ℎ𝑡 𝑥 =



Cuts Do Not A Smooth Gradient Make…
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𝑥 > 0

All code is on github!

https://github.com/gordonwatts/diff-prog-intro


The Fix is Well Known…
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ERF(𝑥) = 
2

2
0
𝑥
𝑒−𝑥

2
𝑑𝑥

(renormalize to [0,1))

sigmoid(𝑥)=
1

1+𝑒−𝑥



It’s close…
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Generate some fake data sampling from a gaussian
• Signal 𝜇 = 4.0, 𝜎 = 1
• Background 𝜇 = 1.0, 𝜎 = 4

Use the “easy” 𝑆/ 𝐵

Note the peaks do not quite line up



More obvious with binary x-entropy
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1 The “best” cut values are not the same 
as a straight cut.

These are emulations!



Training
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Build a very simple gradient descent training 
loop using raw JAX

• Finds the proper value quickly, ~20 
iterations

• Gets the right value (even).



Training…
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Simple 2D data source:
• (x,y) are both gauusians
• Averages are close, different widths
• And some correlation for signal, but not 

background.

Signal



Loss Plot for 2D cuts
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Graphical Results of the training…

Very well behaved!



Haiku
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One of the more common DL libraries for JAX
• I do not want to re-implement all the DL tools out there
• I want cuts to be “first class” citizens in the JAX eco-system
• Cuts are implemented as a Haiku module

Few notes:
• This takes the cut function as an argument

• The exact function listed earlier (sigmoid, erf, etc.)
• Initial value of cut is important, as we will see!!



Training isn’t as fast…
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Stable around 2500 epochs…
• Error function trains a bit more slowly



But…

G. Watts (UW/Seattle) 21

Way off the scale – no data!!!!

Since there is no data, the gradient is flat!!!!

2 Choose your initial cuts carefully!



Training a NN
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Network is very simple!
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Using a very very simple fully 
connected network:
• 2 inputs
• 1 output
• 3 hidden layers My dad would 

be proud!

Data Softmax x-entropy



No problem!
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Trains faster than 
the cuts-only 

version!



Train Together
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What does it mean to be a cut?
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Cut 1 Cut 2

NN

sigmoid

*
1. Calculate the weighs of the cuts
2. Calculate the value of the NN
3. Multiply them together

If a cut’s weight is zero, the NN’s result does 
not affect the loss function or back-prop!

3 Apply the softmax function only to the 
NN outputs, not the cuts!!

Your cuts will otherwise always be pushed down to zero!



Final network design just for reference
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Note the actual code a physicist 
has to write is very clean!



And we get most of the way there…
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This is after 8000 epochs

• The current value of the cuts just touches the 
edge of the red

4 Training takes too long

For this job, why not just train with the 
NN, and then crank up the cuts until there 
is an effect?



Lessons
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4 Training takes too long

3 Apply the softmax function only to the 
NN outputs, not the cuts!!

2 Choose your initial cuts carefully!

1 The “best” cut values are not the same 
as a straight cut.

Annealing?

Automate initial data scan?
Add fake gradient outside of data bounds?

Easy fix here…
But what about multiple cut layers?

Train separately? Too complex?
Different approach?
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💞?



Conclusions

• I, at least, learned a lot
• JAX, Haiku
• Ripping apart a NN to study how the components work
• I can get at individual gradients during training to understand why they have the 

values they have!

• How to make this easy for a physicist?
• Should be like adding a cut to be a one-liner
• Haiku/PyTorch and other frameworks give us the coding infrastructure
• But cuts clearly have effects beyond their bounds (viral!)
• But one technique is easy to implement in other contexts

• What is next:
• Study the slow-training a bit further
• Stochastic estimation of a hard cut
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