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Clad enables automatic differentiation (AD) for C++. It is based on LLVM compiler infrastructure and is
a plugin for Clang compiler. Clad is based on source code transformation. Given C++ source code of a
mathematical function, it can automatically generate C++ code for computing derivatives of the function. Clad
supports a large set of C++ features including control flow statements and function calls. It supports reverse-
modeAD (a.k.a backpropagation) aswell as forward-modeAD. It also facilitates computation of hessianmatrix
and jacobian matrix of any arbitrary function.

In this talk we describe the programming model that Clad enables. We explain what are the benefits of using
transformation-based automatic differentiation in high-performance static languages such as C++. We show
examples of how to use the tool at scale.
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