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Normalized CPU usage by Site
13 Weeks from Week 39 of 2022 to Week 52 of 2022
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http://wlcg-cric.cern.ch/core/federation/list/

CPU days used by Site

13 Weeks from Week 39 of 2022 to Week 52 of 2022
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Total Number of Jobs by Site
13 Weeks from Week 39 of 2022 to Week 52 of 2022
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Total Number of Jobs by FinalMajorStatus All jobs by status, all T1 \ RAL

13 Weeks from Week 39 of 2022 to Week 52 of 2022 13 Weeks from Week 39 of 2022 to Week 52 of 2022

COMPARISON

3692754.7
77153,

Completed

Rescheduled

® Failure rate at RAL is a little bit
higher then across all other T1

® MC Simulation jobs looks OK

Gensrated an 2023-02-20 15:48.18 UTC

MCSim jobs by status MCSim jobs by status, all T1 \ RAL
Week 39 of 2022 to Week 52 of 2022 13 Weeks from Week 39 of 2022 to Week 52 of 2022

3286264.8
m Done 1774309.3 3.2
= =N 17072 B Completed  3046.7

mpleter 9 B Rescheduled 4510
B Rescheduled  306.0
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MCRec jobs by status
13 Weeks from Week 39 of 2022 to Week 52 of 2022

| Done 709849.1
B Completed  44313.0

B Failed 4031.7
B Rescheduled  1391.0

Completed

MCFastSim jobs by status
13 Weeks from Week 39 of 2022 to Week 52 of 2022

m Done
B Riled
@ Completed 0.0
B Rescheduled  28.0

MCRec jobs by status, all T1 \ RAL
13 Weeks from Week 39 of 2022 to Week 52 of 2022

| Done 20684971
W Failed 14047.7
B Rescheduled 11110
@ Completed 416.0

2015:53.01 UTC

MCFastSim jobs by status, all T1 \ RAL
13 Weeks from Week 39 of 2022 to Week 52 of 2022

12726583
424062

3120

B Rescheduled  36.0

COMPARISON

® A lot of completed jobs for MC
Reconstruction

® Most of the completed jobs are
from the middle of October, due

to deletion failures

Echo gateways seem to be not

well at that time
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WG Prod jobs by status WG Prod by status, all T1 \ RAL
13 Weeks from Week 39 of 2022 to Week 52 of 2022 13 Weeks from Week 39 of 2022 to Week 52 of 2022

| Done 185492.0
B Failed 7255.0
B Rescheduled  93.0
B Completed 20

Generated an 2023-02-20 15:31:14UTC

User jobs by status User jobs by status, all T1 \ RAL

13 Weeks from Week 30 of 2022 to Week 52 of 2022 13 Weeks from Week 39 of 2022 to Week 52 of 2022

354107.0
424988

eduled  3534.0
d 966.0

Generated an 2023-02-20 15:30:49 UTC

Genersted on 2023-02-20 155548 UTC

COMPARISON

® Failure rate for User and WG

Production jobs are higher at
RAL

® The most probable cause for this
is vector read issue

® Some user prefer other sites

instead of RAL because of this

issue
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Job CPU efficiency by JobType
Weeks from Week 39 of 2022 to Week 52 of 2022

obs are highly

WGProduction

Total jobs, especially user

ones, have lower efficiency

MCSimulation

® Slow vector reads may

affect the performance
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Used disk space by StorageElement
13 Weeks from Week 39 of 2022 to Week 52 of 2022
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Max: 6.73, Min: 6.35, Average: 6.53, Current: 6.73

B RAL-DST 61.4% W RAL-BUFFER 36% W RAL-DCBUFFER 0.0%
E RAL MC-DST 31.8% [ RAL-USER 31% @ RAL-FAILOVER 0.0%

Generated on 2023-02-20 16:53:18 UTC
Disk Space - TBytes

Oct 2022

PB

in, ~7.6 PB

at least its major part) is

ge amount of dark data present
he s’rorage
Some of it resulted from migration

The origin of the other part is unknown
(deletion problems?)



http://wlcg-cric.cern.ch/wlcg/reporting/tier1/report/?csrfmiddlewaretoken=No2e19ItnRnCqwLLujy428MxBF3KZ5cQpEVYtr16LiOmE8W1OJwrmE9N9vFWnmIZ&start_date=2022-10&end_date=2022-12&federations=UK-T1-RAL&vos=lhcb&hepspec_days=on

Failed transfers to ECHO
13 Weeks from Week 39 of 2022 to Week 52 of 2022

kfiles / hour

= =
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Max: 24.1, Min: 1.14, Average: 8.48, Current: 24.1

@ Succeeded 97.7% B LCGManchester uk -> RALBUFFER 00%
B LCGRAL.uk -> RAL-BUFFER 17% @ lbvobox309.cem ch -» RAL-BUFFER 00%
O DIRAC Client.ch -> RAL-USE 01% @ LCGRALuk-> RAL_MC.DST 00%
W CERN_MC.DST-EQS -> RAL MC-DST 00% O LCG Glasgow uk -> RALBUFFER 00%

CNAF MC-DST -> RAL MC-DST 0% M LCG.NIKHEFnl -> RAL-BUFFER 00%
B LCG.AAL.UK -> RAL-USE! 00% @ LCG.CSCS.ch -> RAL-BUFFER 00%
O GRIDKA_MC-DST -> RAL_MC-DST 00% W LCG UKIAT2-QMUL uk -> RALBUFFER 00%
O IN2P3 MC-DST -> RAL MC-DST 0.0% M LCG Lancasteruk -> RAL-BUFFER 00%
B PIC_MC-DST -> RAL_MC-DST 00% . plus 222 more

Genersted on 2023-02-21 08:38:39 UTC

e outage

Failed transfers from ECHO
13 Weeks from Week 39 of 2022 to Week 52 of 2022

orrespond to

kfiles / hour

ork outage in October

k.

d,
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i ®* Problems with accessing single file by many clients

2022-10-08 2022-10-22 2022-11-05 20221119 2022-12-03 202212-17 2022-12

Max: 6.75, Min: 0.49, Average: 2.61, Current: 6.75

@ Succeeded B RAL-USER -> LCG NIKHEENI 01%
B RAL-USER -> LCG CERN.cem 07% W 01%
B RAL-USER > LCG RAL uk 04% @ 01%
B RAL MC-DST -> RAL-ARCHIVE 03% | 01%
B RAL-USER -> LCG CNAFit 02% B 01%
[ RALUSER > LCG .GRIDKA.de 02% B 01%
B RAL-USER -> DIRAC Client.ch 01% m 01%
O RAL-BUFFER -> LCG.RAL.uk 01% @ RALUSER -> LCG.NCB].pl 01%
B RAL-USER > LCG Manchesteruk 01% _ plus 136 more
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PFN space usage by StorageElement
13 Weeks from Week 39 of 2022 to Week 52 of 2022

n LHCb
and WLCG

2022-10-08 2022-10-22

Max: 14.6, Min: 13.8, Average: 14.0, Current: 14.6

45 5%
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B RAL-ARCHIVE @ RAL-RAW 34.9% W RAL-RDST 18.8% [ RAL-DC-RAW 08%

ata challenge can be seen on the

plot

Tape Space - TBytes

Tape Space - TBytes Oct 2022 Nov 2022 Dec 2022

LHCB

14,550

Total 14,550

[}

installed capacity

Mol pledge 32,776 32,776 32,776 98,328



Failed transfers to Antares

13 Weeks from Week 39 of 2022 to Week 52 of 2022
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Failed transfers

13 Weeks from Week 39 of 2022 to Week 52 of 2022
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2022-10-08 2022-10-22 2022-11-05 2022-11-19 2022-12-03 2022-12-17 2022-12
Max: 5,779, Min: 5.62, Average: 283, Current: 366
O Succeeded 9% @ RRCKI_MC-DST -> RAL-ARCHIVE 0.0%
B CERN_MC-DST-EQS -> RAL-ARCHIVE 102% W CPPM_MC-DST -> RAL-ARCHIVE 0.0%
GRIDKA MC-DST -> RAL-ARCHIVE 65% [ CSCS_MC-DST -> RAL-ARCHIVE 00%
O CNAF_MC-DST -> RAL-ARCHIVE 58% M Liverpool MC-DST -> RAL-ARCHIVE 0.0%
B IN2P3_MC-DST -> RAL-ARCHIVE 41% B Manchester MC-DST -> RAL-ARCHIVE ~ 0.0%
@ PIC_MC-DST -> RAL-ARCHIVE 28% [ NCBJ_MC-DST -> RAL-ARCHIVE 0.0%
B RAL MC-DST -> RAL-ARCHIVE 28% B RAL-HEP_MC-DST -> RAL-ARCHIVE 00%
@ SARA_MC-DST -> RAL-ARCHIVE 0.8% M UKI-LT2-IC-HEP_MC-DST -> RAL-ARCHIVE 0.0%
B RAL-OC-BUFFER -> RAL-DC-RAW 00% plus 3 more

Generated on 2023-02-21 08:45:34 UTC

from Antares

files / hour

2022-10-08

[ Succeeded
[ RALARCHIVE -> DIRAC.Client.ch  16.8% ®
B RALARCHIVE -> DIRAC.Client.de 18% H
[ RALARCHIVE -> DIRAC Client.es 18% W
E RALARCHIVE -> DIRAC.Client.cn 06% O

2022-10-22 2022-11-05

Max: 16.9, Average: 0.31

2022-11-19 2022-12-03 2022-12-17 2022-12

RAL-RAW -> DIRAC Client ch
RAL-RDST -> DIRAC Client.ch 03%
RALARCHIVE -> DIRAC.Client.local  03%
RAL-ARCHIVE -> CERN_MC-DST-EOS ~ 00%
RAL-RDST -> RAL-ADST 00%

Generated on 2023-02-21 08:45:39 UTC
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age efficiency a little bit

®* RAL’s tape storage used le equently, with very little issues
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