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We want to ask for a new Project in RD50. We agree on the necessity of this 
Project (Vienna, Liverpool, Valencia, Sevilla, Carleton Institutes).

The purpose of this Project is twofold:

1. To get funding for developing/buying the new DAQ system (50% of the total expenses from the RD50 Project)
2. To have visibility on the digital design/DAQ tasks we have to do in order to get a full measurement chain

for our MAPS designs

The Project is born because of :

1.    We agree that the new DAQ board that will substitute/supplement the actual ZC706/Caribou 1.4 is the 
Caribou 2.0 system, still under development.
2.   We propose to organize the proper Workflow toolchain for group working in digital design, a real need today 
(as we did for analog IC design).
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DAQ Options on the Table
BDAQ53 from SiLAB (Bonn), 2016- ZC706+Caribou 1.4 (2019-) Caribou 2.0 (2023-)

https://gitlab.cern.ch/silab/bdaq53/-
/wikis/Hardware/Readout-Hardware

DAQ Toolset comprised of a 
BDAQ53 card with a Control 
Module inserted on top. It was 
designed (2016) for the RD53
hybrid detector testing (emphasis 
in the testing of the RD53 readout 
chips saga). The Control Module is 
an Enclustra Mercury KX2. The 
Mercury KX2 is a pure
FPGA (Kyntex 7) from Xilinx

The actual DAQ toolset used for testing the MPW2 and 
the MPW3. It uses a ZC706 control card plus a Caribou 
1.4 DAQ chipset card. The Control chip is a System On 
Chip Xilinx Zynq 7000 (Kyntex 7 logic fabric plus 2 ARM 
M9 embedded microcontrollers).

Under (final stages  )development at 
Carleton University. It combines the two 
previous approaches: the DAQ chipset is an 
evolution from the Caribou 1.4. The Control 
chip is inserted as a module on top of the 
Caribou 2.0 chipset card (as in the BDAQ53). 
The Control chip is a System on Module 
(Zynq Ultrascale, comprising a Kyntex 7 logic 
fabric, 2 ARM R5 embedded 
microcontrollers and 1 Quad ARM A53 
microprocessor able to fully run a Linux OS 
for a client-server access). 
The module is an Enclustra Mercury XU1.

FROM LOGIC DESIGN POINT OF VIEW, ALL CONTROL
CARDS/MODULES uses Xilinx Design ToolChain 

(Kyntex 7 logic fabric/standalone FGPA). Zynq chips 
also include embedded microcontrollers/ 

microprocessors.
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Information from the Caribou v2.0 Feature proposal update, Max Pijacki, January 19th 2023, https://indico.cern.ch/event/1243727/

• The RD50 HVCMOS group agrees to choose the Caribou 2.0 DAQ 
system as the new standard. 

• The Car2.0 Project can still accept minor changes. Project design 
freeze will happen on March. Prototypes expected on September, 
full systems at the end of 2023. In the interim we will continue using 
the Car1.4 DAQ card plus the ZC706 Zynq 7000 control card.

• The Caribou 2.0 Project repository is at:
https://gitlab.cern.ch/Caribou/hardware/carboard/-/tree/v2p0

• The Spreadsheet for suggesting new minor design changes is at:
https://docs.google.com/spreadsheets/d/1V9HFXm2wqC3fzv_k1lxJB
QGkUG6pd6N7LWlD2igzHmw/edit#gid=0

Caribou 2.0 I/O Block diagram
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• The “Caribou v1.4” DAQ toolset operates 
on two cards: The Carrier  board and the 
Caribou 1.4 chipset  board. 

• The “Caribou v2.0” DAQ toolset operates 
on one card and one insertion module: 
the Caribou v2.0 chipset board and one 
Enclustra Mercury XU1 SOM module

• Both Caribou DAQ toolsets use a Xilinx 
System On Chip/Module. The v1.4 
employs a Zynq 7000 SoC (Kyntex 7 FPGA 
+ 2 ARM Cortex M9 embedded 
microcontrollers) mounted on a ZC706 
card. The v2.0 employs a Zynq UltraScale+ 
SoM (Kyntex 7 logic fabric, 2 ARM R5
embedded microcontrollers and 1 Quad 
ARM A53 microprocessor)

Caribou 2.0 Use cases (1)

Information from the Caribou v2.0 Feature proposal update, Max Pijacki, January 19th 2023, https://indico.cern.ch/event/1243727/
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Caribou 2.0 I/O Use Cases (2)

Information from the Caribou v2.0 Feature proposal update, Max Pijacki, January 19th 2023, https://indico.cern.ch/event/1243727/

• From the Use Cases analysis we will need:
• A DAQ chipset Car2.0 board 
• An Enclaustra Mercury XU1 control board
• Additional PCBs for each use case (Custom FMC
cards, Custom FMC Adapters)

• A RD50 Project can pay for the 50% cost of electronics 
and we are 5 institutes interested in the Car2.0 DAQ 
toolset. Considering 1 full system and 1 spare we will 
reach the approximate amount of funds requested.

https://indico.cern.ch/event/1239532/
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The Workflow infrastructure for the DAQ team could be comprised of:

1. Gitlab main project: the current repository could be used (RD50 HV-CMOS) or a new one 
can be generated to store the FPGA and GUI resources. Each element will be tracked by its 
own subgroup. 

2. A Virtual Server to execute the runners related to the Continuous Integration. They will 
be in charge of executing the corresponding test for the Continuous Integration after each 
commit and determine if the code passes or not the test.

3. Mattermost Tool: In order to increase the communication between members, we will 
use Mattermost because is used today in our HVCMOS RD50 group.

4. Maintainer Role: Only one person of each institution will keep the maintainer role, the 
rest of members should be developers in order to ensure a proper work flow

https://indico.cern.ch/event/1239532/
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Detailing about the Workflow toolchain, the project organization could come as:

1.CERN Gitlab main project: the current repository could be used (RD50 HV-CMOS) or a new one can be 
generated to store the FPGA and GUI resources. Each element will be tracked by its own subgroup. 
We should try to organize the FPGA repository to store the following items:

1. Source Code: sources for the DAQ system
2. Testbenches: unitary tests for the corresponding entities.
3. Verification plan: a functional testbench should be created in order to validate the developed code.
4. Constraints to implement the design
5. Scripts to synthesize and simulate the design.
6. Doc: doxygen or markdown can be used to generate the documentation of each system
7. pcbs: it will contain the schematics and layout views for each board. A specific folder can be used to 

track each board. It is important to remove the auxiliary files from the repo (i.e., logs)

For the GUI, the organization should be similar, eliminating the PCB folder

In both cases, we should make use of the continuous integration in order to assess the code. 
Additionally, Vivado o Quartus projects should not be stored in the repository in order to avoid issues.

https://indico.cern.ch/event/1239532/
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1. Digital blocks:
In order to verify the different digital blocks, a testbench framework should be developed. This framework should ensure 
minimal efforts when a Digital Block is changed. For this purpose, we should identify reusable parts, stablish metrics to 
evaluate the code and functional coverages, and make the code for testbench as generic as possible. In order to ensure the 
compatibility with the previous code and the tools used, the following package can be used:
•UVM: flexible class library that supports creating and monitoring reusable hierarchical testbenches.
•Pyuvm: package that implements UVM specification in Python. Reduce the complexity of creating testbenches
•Cocotb: package that allows to communicate python scripts with the simulator. It is possible to include modules to extract 
data from mixed signal designs.

2. Firmware:In order to speed up the GUI software for the DAQ, QEMU flow can be introduced. It is supported by Petalinux 
and it is compatible with the ZC706 board. Software could be tested at the same time that the hardware is developed.

https://indico.cern.ch/event/1239532/
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Thanks for your attention

fpalomo@us.es

• A Project proposal is under writing. We will send it in proper time to 
the RD50 management team for their consideration
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