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ATLAS RuTier-2 tasks

• Russian Tier-2 (RuTier-2) computing facility is planned to supply with computing 
resources all 4 LHC experiments including ATLAS. It is a distributed computing 
center including computing farms of 6 institutions: ITEP, RRC-KI, SINP (all 
Moscow), IHEP (Protvino), JINR (Dubna), PNPI (St.Petersburg). Two smaller sites 
MEPhI and FIAN are now present in the TiersOfAtlas list but they have smaller 
resources and really can be used as Tier-3 sites only

• The main RuTier-2 task is providing facilities for physics analysis of collected data 
using mainly AOD, DESD and group/user derived data formats

• Now group atlas/ru exists in the framework of ATLAS VO. It includes physicists 
intending to carry analysis in RuTier-2 and the group list contains 49(81) names at 
the moment. The group will have privilege of  write access to local RuTier-2 disk 
resources (space token LOCALGROUPDISK)

• All the data used for analysis should be stored on disks

• The second important task is production and storage of MC simulated data

• The full size of data and CPU needed for their analysis are proportional to the 
collected statistics. The resources needed should constantly grow with the increase 
of the number of collected events. 
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Current RuTier-2 resources for ATLAS
CPU Disc, TB ATLAS Disk, TB

RRC-KI 1024 1000 316

JINR 916 732   240

IHEP 400 358 226

PNPI 208 184   126

ITEP 268 150 10

SINP 184 153 3

MEPhI 192 60 34

FIAN 52 49 28

Total 3244 2686 983

• Red – sites for user analysis of ATLAS data, the other for simulation only 

•The total number of CPU cores in 2010 (2009) is about 3200 (2500), increase by 40%

• ATLAS disk resource in 2010 (2009) is about 980 (560) TB ), increase by 75%. This disk 

space is exactly sufficient to keep ATLAS statistics 2009-2010 (AOD+DESD+group data)

• Now the main type of LHC grid jobs is official production jobs and CPU resources are at 

the moment dynamically shared by all 4 LHC VO

• For 2011 the resource increase has NOT taken place
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Space tokens at RuTier-2

• Minimal ATLAS requests for minimal main token sizes at Tier-2:

• DATADISK – 50 TB

• MCDISK – 50 TB

• GROUPDISK – 50 TB

• DATADISK – 399 TB, MCDISK – 255 TB

• 3 group disks are assigned to RuTier-2

• RRC-KI – exotic

• JINR – SM

• IHEP - JetEtmiss
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RuTier-2 CPU resources usage in 2009 and 

2010 (January-December)
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2009: 26.8 M*kSI2k*hour 2010: 33.1 M*kSI2k*hour
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RuTier-2 CPU resources usage in January-

December 2010 (all 4 LHC exp.)

• ALICE – 30%

• ATLAS – 32%

• CMS – 24%

• LHCb – 14%

• JINR – 41%

• RRC-KI – 26%

• IHEP – 12%

• ITEP – 9%

• PNPI – 6%

• SINP – 5%
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Total number of production (left) and analysis 

(right) jobs in the NL cloud during 2010
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• Number of production jobs is fluctuating but at the same mean level

• Now the production jobs takes the most part of consumed CPU time (larger number of jobs, 

longer in time and using CPU time more efficiently)
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ATLAS RuTier-2 and data distribution in the fist part of 

2010

• The sites of RuTier-2 are associated with ATLAS Tier-1 SARA

• Now 8 sites IHEP, ITEP, JINR, RRC-KI, SINP, PNPI, MEPhI, FIAN are 
included in TiersOfAtlas list and FTS channels are tuned for data transfers 
to/from the sites

• 4 sites of them (IHEP, JINR, RRC-KI, PNPI) will be used by ATLAS data 
analysis and all physics data need for analysis will be kept at these sites. The 
other 4 sites will be used for MC simulations only/mostly

• RuTier-2 is was subscribed to get all simulated AOD as well as real data AOD, 
DESD, Tags . The data transfer was done automatically under steering and 
control of central ATLAS DDM (Distributed Data Management) group

• Real data ESDs were replicated also to RuTier-2 sites. But when all available 
disk space will be filled, ESD data will be gradually deleted and replaced with 
AOD, DESD

• The  used shares correspond to disk resources available for ATLAS at the 
sites:
 RRC-KI – 35%

 JINR – 25%

 IHEP – 25%

 PNPI – 15%
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Space token current status 
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DATADISK Total TB Used TB Used %

RRC-KI 121 98.2 81

JINR 105 93.6 89

IHEP 100 82.6 82

PNPI 60 52.8 88

LOCALGROU

PDISK

Total TB Used TB Used %

RRC-KI 12 0 0

JINR 9 2.7 29

IHEP 8 0.14 1

PNPI 6 0 0

GROUPDISK Total TB Used TB Used %

RRC-KI 50 2.3 4

JINR 50 11.6 23

IHEP 30 24.1 83
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Estimate of resources needed to fulfil RuTier-2 tasks in 2011
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• CPU for ATLAS in 2011 (2010) – 1500 (1300)

• Discs for ATLAS in 2011 (2010) – 1640 (960) TB

• 13.8*106 sec * 200 ev * 150 kB = 414  TB (AOD)

A.Minaenko



27/01/2011 11A.Minaenko



27/01/2011 12A.Minaenko



Kors Bos slide 1 

27/01/2011 13A.Minaenko



Kors Bos slide 2  
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Kors Bos slide 3 
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Computing model for 2011-2012
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Computing model for 2011-2012 (I.Ueda)
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Computing model for 2011-2012 (I.Ueda)
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Computing model for 2011-2012 (I.Ueda) 
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Computing model for 2011-2012 (I.Ueda)
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