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Main Roles for Operators

• Keep people safe

• Turn on and check out 
equipment

• Tune up the beam and 
make sure we stay below 
safety limits

• Keep the beam on

SNS Central Control Room
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Operator Life

• 12 hour shifts, 5 week rotation, 2 weeks of days, 2 weeks of 
nights, 1 normal work week for training

• Someone is always in the control room (nights, weekends, 
holidays)

• Operators must know about everything

– Safety, emergency, and operating procedures

– Technical systems

• Ion source, klystrons, cavities, modulators, magnet power supplies, cooling (pumps, 
valves, gauges), vacuum (pumps, valves, gauges), timing, alarms, software, etc.
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Priority #1 - Safety

• Make sure no one will be harmed 
by turning on the RF, magnets, or 
beam

• Operations personnel work with 
the Personnel Protection 
System (PPS) to clear the tunnel 
of workers

– Operators control physical keys to 
prevent RF or beam equipment from 
turning on while people could be in 
the tunnels
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SNS Personnel Protection System (PPS) 
Layout
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PPS Access Modes

• Restricted Access allows badge only access without Central Control 
Room (CCR) interaction.  Tunnel must be swept for personnel after 
access.

• Controlled Access allows access but requires taking a key along with 
badge access and CCR interaction.  Tunnel does not need to be 
swept for personnel after access.

• Power Permit does not allow access. Hazardous equipment can be 
energized but beam acceleration is disabled (ion source high voltage, 
RFQ, MEBT, DTL 1 and 2 cavities RF are disabled)

• Beam Permit does not allow access.  Beam enabled.
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PPS Allowed Beam Modes
• Front End Only

– Beam to MEBT beamstop, all tunnels may be accessed

• Allows us to run the ion source and RFQ

• Is actually only about 5 meters of distance
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PPS Allowed Beam Modes
• Linac dump

– No access to Linac and HEBT tunnels, Ring and RTBT 
may be accessed

• Allows us to run linac RF and magnets, check beam parameters 
through linac

Liquid Hg 

Target

IS DTL

2.5 MeV

CCL

1 

GeV

87 MeV

SRF, b=0.61

186 MeV 387 MeV
RTB

THEBT

Injectio

n
Extraction

RF

Collimator

s

RFQ MEBT

65 kV

SRF, b=0.81



9 Machine Protection and Operation

PPS Allowed Beam Modes
• Injection or Extraction dump

– No access to accelerator tunnels, target must be 
inserted for extraction dump

• Allows us to run ring RF and magnets, check beam 
parameters through ring
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PPS Allowed Beam Modes
• Target

– Make neutrons!
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The SNS Control Room

• First all digital 
control room for 
an accelerator

• ~ 500000 signals 
sent over private 
ethernet

• Able to control 
everything we 
need from one 
location
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Equipment Control

• ≈4000 screens to control equipment

– Our magic bullets for turning things on

• SCORE (Save, Compare, Restore), which 
saves the values of ~4000 variables. We can 
restore known good settings to all critical 
equipment

– Start-up Checklists – 28 pages of system 
checks

• Control System Studio for looking at 
data trends and alarming

– ≈90000 variables are stored in an Oracle 
database to be able to view their history

– Useful for any variables not stored in SCORE

– 12 GB/day of data.

Archived data trends

Screen for Controlling Linac Equipment
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Screens - Overview
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Screens – Ion Source
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Screens - RF
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Screens – SCL Magnet Power Supplies
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Screens – Ring Vacuum
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SCORE – Save, Compare, Restore Variables
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Good Operators are Logic Masters

• There are half a million signals so how do you know which fault 
sequence means try to reset, call an expert, or call Fulvia ?

– Experience, documentation, and constant development of our tools

• What makes a good operator?

– Be a vampire (kidding!)

– Ability to know just about everything

• Our trigger word to know if someone is going to end up tripping off the beam

– Totally transparent to beam operations

– Good memory and good with logic and pattern recognition
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Find the Mismatch

• Beam trip with no warning and no alarms and only indication 
is a fault from an interlock summation

Don’t know 
which input is 
faulting

Don’t know 
which signal is 
which on the 
screen

Don’t know 
interlock levels

Thanks mom!
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Temperature and Humidity Move the Beam

• The temperature and humidity in the klystron gallery cause the 
beam to move

– Operators want stable (hot or cold doesn’t matter just stay the same)

Beam loss signal

Klystron gallery temperature

Temperature change of 6 degrees 
changes beam loss signals by 40%
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Stripper Foils Flutter in Vacuum?

• Very early into beam operations we 
noticed that the beam was moving on 
the stripper foil

– No beam movement was seen on beam position 
monitors

– No magnet movement was seen on magnetic 
field readbacks

• Operaors had the same eureka 
moment and both said move the foil

– We moved the foil and it stopped fluttering!

• Lots of speculation but no definitive 
cause found for the flutter
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Beam Moves the…………Beam?

• The beam is so intense it moves 
itself!

– Beam induced electrical signals move 
up cables from the tunnel into service 
buildings which then couple back into 
equipment upstairs

– The signals then go back down into the 
tunnel and move the beam!

• Engineers have become “electronic noise” 
experts

Red is waveform to follow
Blue is the readback

As the beam grows it 
begins to affect itself and 
starts shifting it’s own 
position
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Things That Can Go Wrong After Maintenance

• Turn on the beam after a maintenance outage and we find 
increased beam losses (order of magnitude higher)

Normal Abormal

Beam Beam
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Get the Beam On and then Interact with Different Groups

• First try to adjust to keep the beam on

• Next contact experts to help figure out possible causes and 
solutions

– Physicists, Beam Instrumentation, Vacuum, Target (borescope)

Normal orbit path

Orbit path needed to lower losses

Beam losses close to nominal
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Beam measurements and setup
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MPS checkout helps get equipment working

• The MPS is one of the core systems needed for safe beam 
operations

• Following extended outage periods each MPS signal is verified to 
fault the beam off

– The MPS quickly informs operations personnel the needed systems to run 
beam

• MPS personnel work with system experts to turn on equipment to 
clear MPS and turn off equipment to verify the MPS faults and beam 
cannot be recovered

– A great way to figure out which core equipment is not working
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Operations Envelope (OE) sets beam limits for equipment

• The Operations Envelope 
(OE) works with the MPS 
to try to limit damage to 
equipment

– The OE is the 
administrative limits

– The MPS provides the 
active protection

Energy per pulse limit = Beam energy x Current x Pulse width

Average power limit = Beam energy x Current x Pulse width x Rep rate
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MEBT Beamstop

Liquid Hg Target

DTL

2.5 MeV

CCL

1 GeV87 MeV

SRF, b=0.61

186 MeV 387 MeV

RTBT

HEBT

Injection Extraction

RF

Collimators

65 kV

SRF, b=0.81IS RFQ MEBT

CCL Beamstop

Linac Dump

Injection Dump

Extraction Dump

Target

50

50

50, 100, 1000

Allowed beam
timing (microseconds)Destination

50, 100, 1000

50, 100, 1000

50, 100, 1000

The MPS actively protects equipment based on beam pulse width 
and possible beam destinations
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Control screens visualize the MPS segmentation

• MPS master is broken 
up into chains

– Individual chains show 
the equipment 
connections to the 
MPS
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MEBT Beam Stop

• MPS master is broken 
up into chains

– Individual chains show 
the equipment 
connections to the 
MPS

Chain to Chassis to Equipment Signal

Chassis feed into each to pass fault state

Each chassis has 16 inputs
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CCL Beam Stop

• MPS master is broken 
up into chains

– Individual chains show 
the equipment 
connections to the 
MPS

Chain to Chassis to Equipment Signal

Chassis feed into each to pass fault state

Each chassis has 16 inputs
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• MPS master is broken 
up into chains

– Individual chains show 
the equipment 
connections to the 
MPS

Linac Dump

Chain to Chassis to Equipment Signal

Chassis feed into each to pass fault state

Each chassis has 16 inputs
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• MPS master is broken 
up into chains

– Individual chains show 
the equipment 
connections to the 
MPS

Injection Dump

Chain to Chassis to Equipment Signal

Chassis feed into each to pass fault state

Each chassis has 16 inputs
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• MPS master is broken 
up into chains

– Individual chains show 
the equipment 
connections to the 
MPS

Ring

Chain to Chassis to Equipment Signal

Chassis feed into each to pass fault state

Each chassis has 16 inputs
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• MPS master is broken 
up into chains

– Individual chains show 
the equipment 
connections to the 
MPS

Extraction Dump

Chain to Chassis to Equipment Signal

Chassis feed into each to pass fault state

Each chassis has 16 inputs
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• MPS master is broken 
up into chains

– Individual chains show 
the equipment 
connections to the 
MPS

Target

Chain to Chassis to Equipment Signal

Chassis feed into each to pass fault state

Each chassis has 16 inputs
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MPS alarms in the BEAST focus operator attention

• SNS alarm handler is the Beast Ever 
Alarm System Toolkit (BEAST)

• General rule is to not set alarm 
level at the interlock setting

– Equipment alarm levels should be set 
to indicate an impending issue before 
an interlock occurs 

• MPS alarms are utilized to indicate 
the area and the system that 
caused the interlock
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Bypass request system documents bypassing of MPS signals
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MPS bypass tool verifies a bypass request has been created
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Machine Protection System is the accelerator nerve center 
for operations

• For SNS there are approximately 1100 
pieces of equipment connected to the 
system

• The MPS shows the health of the accelerator 
utilizing signal fault count rates
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Timestamp
MPS
Chain

MPS
Chassis

MPS Chassis 
location on EDM 

screen
(Column, Row) Signal that counted

1

2

3

4

5

6

7

8

9

10

11

1 2 3 4
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The Sublink fault is an effect and not the cause
TRUNK

SUBLINK

SUBLINK

SUBLINK

Fault begins here and travels 
up the Sublink

The fault signal goes into the 
“SCL_HPRF21A” chassis as an 
input

This means that the counter for 
that input will update and Last 
MPS fault will update indicating 
a Sublink fault

It just means that an MPS fault 
occurred in one of the chassis 
in the Sublink line

1

2
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EPICS first fault

• The MPS lists all faults but not the 
first fault or the logical cause

• Different software written to find 
the most logical cause for the trip 
using equipment information and 
timestamp data

• Only utilizes MPS signals so 
cannot find the actual root cause 
of the equipment failure
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Data organized based on cause

• Data are saved into folders 
for postmortem analysis

– Data trending for predictive 
maintenance

– Machine learning 
classification
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Data organized based on cause
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Data organized based on cause

• Data are saved into folders 
for postmortem analysis

– Data trending for predictive 
maintenance

– Machine learning 
classification
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Data organized based on cause

• Data are saved into folders 
for postmortem analysis

– Data trending for predictive 
maintenance

– Machine learning 
classification

LEBT lens 2 spark
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MPS data trends displayed during weekly metrics meeting

• Examine MPS fault causes and totals 
from the last 3 weeks

• Provide histograms of downtimes for 
each fault per week and last 3 weeks 
combined

3 weeks ago 2 weeks ago Last week
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MPS data trends displayed during weekly metrics meeting

• Examine MPS fault causes and totals 
from the last 3 weeks

• Provide histograms of downtimes for 
each fault per week and last 3 weeks 
combined

3 weeks ago 2 weeks ago Last week

Last 3 weeks
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Summary

• The MPS is the first system operators check to figure out what is 
wrong

• Administrative documentation and verification safely manages the 
need to bypass MPS signals when needed

• Machine health can be determined using MPS data and we’re just 
scratching the surface


