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UDIRAC Monitoring?

...once upon a time there was “monitoring’,
then “operational intelligence” came and went,
and now “observability”.

rant: that's a deluge of words for not much new content;
to me, it's only about answering the question “what’s going on?”
Federico, 2023

Independently, there’s a lot of good technology to use.
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N/ DIRAC What you want to monitor
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1. the Grid activities (let’s call them “type 17)

(jobs/pilots/transfers/... running/failing/...)
administrators, shifters

2. the software itself (let’s call them “type 27)

(where is time/memory spent? debugging?)

developers and sometimes admins
security stuff goes through here
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O DIRAC DIRAC v8.0 improved monitoring

THE INTERWARE

DIRAC / dashboards / (3}

Monitoring

@ fstagni Merge pull request #703

Name

@ .. From YGSterday e Added support for OpenSearch

(ElasticSearch support was

already there), which also

becomes the favourite option

B8 ElasticJobParameters o) dropped ES6 Support

B GrafanaDemo e Added several OpenSearch
indexes that can be filled in

e Added dashboard definitions for

AgentMonitoring

BB DataOperation

M PilotSubmissions

o Kibana and grafana

B RMS e removed gMonitor and the
B» ServiceMonitoring Framewo rk/Mon_i tori ng
B WMS service (“ActivityMonitoring”)

B diracLogs




ODIRAC  titis on ES. kibana can visualize it

THE INTERWARE

Dashboards DIRAC certification Opensearch

Q search dashboards
Title Description Actions
Agent Monitoring Dashboard %
DIRAC Certification Dashboard Dashboard that can be used for certification hackaton 1%

DIRAC Logs dashboard

Data Operation Dashboard

Type 1 and type 2
dashboards

Job Parameters Dashboard
MC Stats Dashboard

Pilot Submissions Dashboard
PilotsHistory Dashboard
RMS Dashboard

Service Monitoring Dashboard
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WMS-dashboard


https://es-dirac-certification.cern.ch/kibana/app/dashboards#/list?_g=(filters:!(),refreshInterval:(pause:!t,value:0),time:(from:now-15m,to:now))
https://es-dirac-certification.cern.ch/kibana/app/dashboards#/list?_g=(filters:!(),refreshInterval:(pause:!t,value:0),time:(from:now-15m,to:now))

LHCDb’s shifter dashboard
in grafana

But grafana is just better

= shifter Overview

DM Overview
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@ MySQL

HLTFarm Status
3 shifter Overview

Grafana
dashboards can
already FULLY
replace DIRAC’s

HPC Sites
3 Shifter Overview

Job Debugging
3 shifter Overview
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DM Uploads, All SEs

Failed DM Uploads By Source

Falled DM Uploads By Channel

Failed DM Uploads By Destination
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From DIRAC to MONIT Grafana

Job Execution Rate Overview
[ Sshifter Overview

own plotting library
and visualizations

Overview
[ shifter Overview

Pilot Jobs Status
[ Shifter Overview
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DIRAC v8 provides
alternate “types” in ES

And ES is just better than MySQL

(..-not for everything!)

SUMMARY OF MONITORING TYPES INV8

Web App Plotter

*These types are not supported in the WebApp plotter, only visible in Kibana/Grafana

Job Stats WMS History Pilots History Non
Pilot Stats Pilot Submissions Agents and Services A
Storage Occupancy Data Operation RMS <: eXhaUStlve
list
Datastore MonitoringReporter
' As we have
MySQL ElasticSearch ‘ Kibana/Grafana seen, not
only for ES
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Pilots logging

For Type1 and type2 monitoring.

(not yet in production)

centralize the logs

makes them available for all
types of computing elements,
including clouds.



ODlRAC Fluentbit usage in DIRAC

Type1 monitoring

Lightweight software (size and memory footprint)
Grab from multiple sources

Export to multiple destinations (ES, files...)
Parse/Filter/Modify (lua script)

Main features

CPU MEM DISK IO

- %Fluent-bit J — ElasticSearch

Kibana
(logs)

<“----

Grafana
(metrics & logs)

Dirac
Log
File

Dirac e Centralized logging
Log Dirac use case e Tornado logs splitting
File e Needs Stdoutdson log backend
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THE INTERWARE

N
UDIRAC Monitoring with and for DiracX

e Still many things to decide, but:
o no plotting libraries!
o reliance on external “standards”
o Type 1:
o For visualization, Grafana should be enough
o backends: at a minimum OpenSearch
o Type 2:

o code instrumented with OpenTelemetry (metrics, traces, logs)
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Questions?

https://github.com/DIRACGrid



https://github.com/DIRACGrid/diracx

