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[ Goal: Versatile HT that targets compute time performance versus occupied resources through high parallelization and high clock rate }

_ A gA/p.:¢, 2D histogram called “Accumulator” (center of the image on the left), made of
®- Signal %+ Other several bins, is the core of the algorithm. The HT operations are:
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e Extraction of candidate tracks from the accumulator by applying the original HT
formula "again" across all event clusters in parallel.

5 . The developed architecture allows to choose which HT formula to use based on best
= performance achieved or the requirements to reach:
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0.30 0 35 0 :10 0 :15 0.50 The selection of the candidate tracks (“road”) is done by overlapping a minimum amount

of lines drawn 1n the accumulator to reach a required number of layers. As example of this
concept shown 1n the left picture, the bins quintuplet 6-7-8-7-6 1s searched.
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The design has been featured
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LUT L SRR 1678 the FPGA card Alveo U250. It includes the resources
ALGORITHM LUTRAM 791040 1.45  occupied. Below the image showing the matching of

AND FIRMWARE FE 3456000 18 75  the timing constraints for a frequency of 400 MHz. 0.1-0.3 > 06.5 % > 90 %

The estimated processing times for the accumulator

PERFORMANCE BRAM o i building and the cluster extrapolation depend on the o o
DSP 12288 1777  average amount of clusters in input for the most 0.7-0.9 > 97 % > 82 %
10 A7H 0,20  populated layer and on the average number of roads

extracted per event:
e 3000 ns;
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The current algorithm application is studying the performance in the
barrel region of ITk, applying the same HT wversion in terms of
accumulator and the rest of the parameters. The results shown here are for Total Negative Slack (TNS): 0 ns
an accumulator of 168 bins alongside qA/p, and 48 bins alongside ¢,
considering to use 8 layers of the 13 available with layer threshold for the
road activation of 7 layers.

BUFG 1344 1.64 The table above summarizes the preliminary physics

performance for two barrel regions of the ITk detector: the
region 1n n [0.1:0.3] and [0.7:0.9] for the same ¢ region
Worst Negative Slack (WNS): 0.01 ns [0.3:0.5] rad. These results are related to all the range of
momentum studied in the g/p, range [-1.0571758563701927 :
1.0571758563701927]. Muons and pions tracking were
Number of Failing Endpoints: 0 studied. The performance represent the percentage of truth

Total Number of Endpoints: 1367922 tracks found.

Conclusions and Future Steps

The ATLAS experiment 1s investigating commodity solutions for the Event Filter Tracking, including the possible use of FPGA-based accelerators. A FPGA implementation of
a flexible Hough Transform algorithm is proposed as a feasible and well-performing solution for fast tracking in HEP experiments. Firmware design has been defined and
consolidated, capable to run at 400 MHz with compact resources utilization. Preliminary tracking performance studies are promising, showing > 95 % efficiency for
reconstructing single muons with p_> 1 GeV. The next steps for the future months regards the completion of the barrel region studies and start of the full detector performance.
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