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LHCb Upgrade at a glance

04/06/2024 Figure 1.2: Schematic view of the LHCb upgrade detector. To be compared with Fig. 1.1. UT =
Upstream Tracker. SciFi Tracker = Scintillating Fibre Tracker.

tracking subsystems, the Tracker Turicensis (TT) and the T-stations, located just before
and just after the LHCb dipole magnet. These subsystems and their projected upgrade
performance are the focus of this TDR. The four TT planes will be replaced by new high
granularity silicon micro-strip planes with an improved coverage of the LHCb acceptance.
The new system is called the Upstream Tracker (UT) and is the subject of Chap. 2. The
current downstream tracker (T-stations) is composed of two detector technologies: a
silicon micro-strip Inner Tracker (IT) in the high ⌘ region and a straw drift tube Outer
Tracker (OT) in the low ⌘ region. The three OT/IT tracking stations will be replaced
with a Scintillating Fibre Tracker (SFT), composed of 2.5m long fibres read out by silicon
photo-multipliers (SiPMs) outside the acceptance. The SFT is discussed in detail in
Chap. 3. The performance of the UT and SFT detectors, as far as the individual detection
planes are concerned, are addressed separately in their respective chapters, where also the
cost, schedule and task sharing of these subsystems are presented. The charged particle
tracking is an essential physics tool of the LHCb experiment. It must provide the basic
track reconstruction, leading to a precise measurement of the charged particle momenta
in the extreme environment of the LHCb upgrade over its entire lifetime. Therefore, the
projected performance of the complete LHCb upgrade tracking system, which involves
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Brand new detector!

• 5x instantaneous lumi from 

4x1032 cm-2 s-1 to 2x1033 cm-2 s-1

• average number of visible pp 

collisions µ = 5.5

VELO
• 52 modules for a total of 41M pixels

• Area ~ 1.2 m2

• Two movable halves à get as close as 3.5 mm to the beam to 
improve IP resolution
• Separation from primary vacuum achieved with 150 "# thick RF foil

• Silicon substrate built with micro channels that will carry CO2
for evaporative cooling

• Designed to cool a load of up to 30W from each module

• New ASIC VeloPix, ~20 Gbit/s in hottest ASIC and total of ~2 
Tbit/s
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RF foil

Run 1-2 VELO
Run 3-4 VELO

Front Rear

YETS activities
SciFi

• Detector calibration: 

• Gain for different temperatures and bias  

• Charge threshold scan 

• Upgraded FE-Tester to reproduce problems in the lab

16

• Improved cooling system: 

• Cooling plant upgraded 

• Condensation Prevention System upgraded 

• Only 2 Data Links excluded (out of 4096) and 100% of the 1024 Control Links  

Detector is in good shape and ready for 2024 data taking

SciFi

FE-Tester

New cooling system

F E D E R I C O  D E  B E N E D E T T I

TRANSPORT AND INSTALLATION UNDERGROUND

 10 7  M A R  2 0 2 3

• C side installed Nov 28-29 

• CO2 commissioning Nov 30 - Dec 6 

• Beam pipe approach Dec 7-9  

• A side installed Dec 12-13 

• C+A closure test Dec 15-17 Initially 
scheduled for February

• CO2 commissioning mid Feb 

• Cable chains installation before Christmas  

• A side fully installed

• C side TOP full, BOT only magnet side

• C side IP BOT installed Jan 30th

VELO

UT

SciFi

tracking system completely replaced
• LHCb Upgrade at a 

glance

• tracking system

• PID system

• luminosity and beam 

background

• DAQ and trigger


• How is it going so far?

• Low-level performance


• Hit efficiency

• Cherenkov angle 

resolution

• Alignment

• Calibration


• High-level performance

• PV resolution

• PID: muon & electron

• PID: hadrons 

• Trigger efficiency


• Gas Injection

• Centrality

• Looking ahead…

see E. Niel talk for more 
details!
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Brand new detector!

• 5x instantaneous lumi from 

4x1032 cm-2 s-1 to 2x1032 cm-2 s-1

• average number of visible pp 

collisions µ = 5.5

VELO

removed first muon station, 
preshower and scintillating 
pad detectors + new 
neutron shielding

new photo-
detectors + 
new optics 

RICH1

RICH2
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• LHCb Upgrade at a 
glance

• tracking system

• PID system

• luminosity and beam 

background

• DAQ and trigger


• How is it going so far?
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• Hit efficiency

• Cherenkov angle 
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• Trigger efficiency


• Gas Injection
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• Looking ahead…
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Brand new detector!

• 5x instantaneous lumi from 

4x1032 cm-2 s-1 to 2x1032 cm-2 s-1

• average number of visible pp 

collisions µ = 5.5

BCM

PLUME
• Cross-shaped hodoscope composed by 

48 PMTs, installed upstream of the 
VELO 
• Detect Cherenkov light from particles 

impinging on a quartz tablet glued to the 
PMTs window

• Measure rate of coincidences every 3 
seconds and compute luminosity with 
logZero method
• Provide real-time feedback to the LHC to 

level the luminosity at IP8
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CERN-LHCC-2021-002
Lateral view sketch

First results from PLUME vdM in July ‘22

PLUME
new 
luminometer

new gas cell

SMOG2
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LHCb Upgrade at a glance

readout at 40 MHz

• all electronics and DAQ upgraded

• new timing and fast control distribution

• full software trigger architecture

upgraded

kept

The LHCb upgrade concept
[arXiv:2305.10515]

• five-fold increase in the instantaneous luminosity and pile-up to
improve precision in flavour physics observables: see Carla Gobel’s talk on
Monday for the LHCb overview

• e↵ective only with the removal of the hardware level trigger (pT
signatures based), the readout of all subsystems at 40 MHz with a
complete redesign of the Online system, and an e�cient, flexible and
full-software trigger architecture (see Marianna Fontana’s talk later this
morning)

We expect ⇠ 300k bb̄/s and ⇠ 5M cc̄/s in acceptance at the nominal Run 3 luminosity

Run 3 performance of new hardware in LHCb Giovanni Cavallero May 23, 2023 3/19

Introduction

• the LHCb detector has undergone a major upgrade during the Long
Shutdown 2

• almost everything is new: from subdetectors technologies to the data
acquisition domain, from the timing and fast controls distribution to a
full-software trigger architecture

• 2022 has been a commissioning year aiming to achieve the ambitious
goal to have a functional new experiment within six months of
data-taking with pp collisions

Run 3 performance of new hardware in LHCb Giovanni Cavallero May 23, 2023 2/19
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• almost everything is new: from subdetectors technologies to the data
acquisition domain, from the timing and fast controls distribution to a
full-software trigger architecture

• 2022 has been a commissioning year aiming to achieve the ambitious
goal to have a functional new experiment within six months of
data-taking with pp collisions
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RICH2
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IT

TT

RICH1

VELO

Event 
Filter farm

R/O Network

Event Builder

detector channels R/O electronics DAQ
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• LHCb Upgrade at a 
glance

• tracking system

• PID system

• luminosity and beam 

background

• DAQ and trigger


• How is it going so far?

• Low-level performance


• Hit efficiency

• Cherenkov angle 

resolution

• Alignment

• Calibration


• High-level performance

• PV resolution

• PID: muon & electron

• PID: hadrons 

• Trigger efficiency


• Gas Injection

• Centrality

• Looking ahead…



FULL 
DETECTOR 
READOUT

  

REAL-TIME 
ALIGNMENT & 
CALIBRATION

LHC BUNCH 
CROSSING (40 MHz)

BUFFER

OFFLINE 
PROCESSING

ANALYSIS 
PRODUCTIONS & 
USER ANALYSIS

68% 
TURBO

26% 
FULL

6% 
CALIB4 TB/s 

30 MHz non-empty pp

70-200 
GB/s

4  
TB/s

0.5-1.5 
MHz

10 
GB/s

EVENTS

EVENTS(GPU HLT1)

PARTIAL DETECTOR 
RECONSTRUCTION 

& SELECTIONS
(CPU HLT2)

FULL DETECTOR 
RECONSTRUCTION 

& SELECTIONS
5.9 

GB/s

1.6 
GB/s

2.5 
GB/s

EVENTS

All numbers related to the dataflow are 
taken from the LHCb 

Upgrade Trigger and Online TDR  

Upgrade Computing Model TDR

�
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How is it going so far?
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• VELO routinely closed in the last couple of 
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How is it going so far?

primary 
vacuum

secondary 
vacuum
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2022

• all detectors installed but UT

• local commissioning of subdetectors

• global commissioning of trigger, alignment 

and calibration

• VELO routinely closed in the last couple of 

months

2023

• LHC vacuum incident in the VELO in Jan:


operated with VELO gap of 49 mm 

• UT completed installation

• commissioning continued  

• collected data during ion run 

• LHCb Upgrade at a 
glance

• tracking system

• PID system

• luminosity and beam 

background

• DAQ and trigger


• How is it going so far?

• Low-level performance


• Hit efficiency

• Cherenkov angle 

resolution

• Alignment

• Calibration


• High-level performance

• PV resolution

• PID: muon & electron

• PID: hadrons 

• Trigger efficiency


• Gas Injection

• Centrality

• Looking ahead…
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How is it going so far?
2022

• all detectors installed but UT

• local commissioning of subdetectors

• global commissioning of trigger, alignment 

and calibration

• VELO routinely closed in the last couple of 

months

2023

• LHC vacuum incident in the VELO in Jan:


operated with VELO gap of 49 mm 

• UT completed installation

• commissioning continued  

• collected data during ion run 
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2024

• VELO RF box replaced

• re-commissioned full detector (but UT) 

during intensity ramp up up to nominal 
luminosity


• UT commissioning and integration ongoing

• collecting data

new RF-box and VELO modules reconstructed by 
hadronic interaction vertices 

04/06/2024

• LHCb Upgrade at a 
glance

• tracking system

• PID system

• luminosity and beam 

background

• DAQ and trigger


• How is it going so far?

• Low-level performance


• Hit efficiency

• Cherenkov angle 

resolution

• Alignment

• Calibration


• High-level performance

• PV resolution

• PID: muon & electron

• PID: hadrons 

• Trigger efficiency


• Gas Injection

• Centrality

• Looking ahead…
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Hit efficiency 

hit efficiency for SciFi and VELO approaching design specifications 

SciFi VELO
biased hit efficiency in online monitoring
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Trackers: hit efficiency

LHCb week - 29 Sep 2023  - N.Tuning 13

SCIFI
ü Hit efficiency for single SiPM: ~98%

Ø Close to design goal of 99% hit efficiency

98 % efficiency

Edge of the SiPM die

0-63 63-127

LHCb FIGURE-2023-021

over all excellent 

online

VELO
ü Hit efficiency for VELO: >95%

Ø Caveat: biased estimate, hence ‘pseudo’

edge of SiPM die

hit efficiency per layer
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UT layer coincidences among UT clusters (not 
matched to Velo-SciFi tracks) pointing to PV (low 
momentum particles not getting through the 
magnet), coincidence of 4 layers, 3 layers, 2 layers
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Hit efficiency 

Needs better 

time alignment Need more data for space 

alignment

UT efficiency map as measured on Velo-SciFi tracks

Velo-SciFi tracks:

4 UT layers matched

3 UT layers matched

0-2 UT layers matched

      (mostly ghost tracks)

event display with 3PVs and ~50 VELO-SciFi tracks

very rapid progress in UT commissioning this year

• coarse time alignment with 450 GeV beam, fine time alignment and space alignment with 6.8 TeV beam 

• as of now 96% efficiency as measured on VELO-SciFi tracks matched to 3-4 UT layers

• improvement expected from 2nd round of fine-time and space alignment data and from further tuning of 

FE thresholds to individual channels
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Cherenkov angle resolution LHCb-FIGURE-2023-007

RICH detectors performance
[LHCB-FIGURE-2023-007]

• one of the figures of merit used to determine the performance of the RICH
detectors is the single photon Cherenkov angle resolution

• it is also the first global performance figure of merit that has been
determined in 2022, since high momentum tracks are required as
input for the recontruction of Cherenkov angles!

• reconstruction process includes the (software) spatial alignments obtained
for RICH photodetectors panels and mirrors, as well as the ones of other
subsystems

• clear performance improvement with respect to the former LHCb

Run 3 performance of new hardware in LHCb Giovanni Cavallero May 23, 2023 11/19
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single photon Cherenkov angle resolution

Ring Imaging Cherenkov (RICH) detectors

• both RICH detectors have been
fully functional in 2022:
visualisation of rings at nominal
luminosity displaying a very good
performance also in busy events

• Multi-anode photomultipliers are
operated by powering the last
dynode to preserve the gain
linearity: high-voltage currents
employed as alternative online
counters for the delivered
luminosity (independent from the
data taking status)

Run 3 performance of new hardware in LHCb Giovanni Cavallero May 23, 2023 10/19

RICH 1 at µ=5.5

• depends on other subdetectors spatial alignment

• optimisation of operations parameters ongoing, further 

improvements expected

clear improvement from Run 2 to Run 3
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Figure 3: Mean values of residuals in local x-direction of VELO tracks using the module and
sensor alignment obtained with 2024 data, shown for each sensor of each module using a zoomed
in y-axis scale. The residuals are evaluated using data from run 289971, taken in April 2024.

• Fig. 5: the track �2 of the SciFi part of the long track1 is shown. This is chosen in58

order to illustrate the effects that come from the improvements in SciFi alignment59

and the mat-end calibration.60

• Fig. 8: a small slope is observed after the calibration. This could be caused by a61

residual misalignment of the mats due to a misalignment with respect to the VELO.62
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Figure 4: Number of ScFi hits on long tracks evaluated for three different configurations of the
SciFi and using data from run 292107.

4 ECAL calibration63

The improvement by the calibration of the ECAL using the ⇡0 invariant mass distribution64

is shown in Figs. 9 and 10. To perform these calibrations, data from run 290068, collected65

on April 15th, is used. A set of corrections for each of the 6016 cells of the ECAL66

1a track traversing both the VELO and SciFi detectors
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Alignment
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SciFi alignment performance (further improvements ongoing) 

Figure 3: Mean values of residuals in local x-direction of VELO tracks using the module and
sensor alignment obtained with 2024 data, shown for each sensor of each module using a zoomed
in y-axis scale. The residuals are evaluated using data from run 289971, taken in April 2024.

• Fig. 5: the track �2 of the SciFi part of the long track1 is shown. This is chosen in58

order to illustrate the effects that come from the improvements in SciFi alignment59

and the mat-end calibration.60

• Fig. 8: a small slope is observed after the calibration. This could be caused by a61

residual misalignment of the mats due to a misalignment with respect to the VELO.62
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Figure 4: Number of ScFi hits on long tracks evaluated for three different configurations of the
SciFi and using data from run 292107.

4 ECAL calibration63

The improvement by the calibration of the ECAL using the ⇡0 invariant mass distribution64

is shown in Figs. 9 and 10. To perform these calibrations, data from run 290068, collected65

on April 15th, is used. A set of corrections for each of the 6016 cells of the ECAL66
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Figure 5: Track �2 per degrees of freedom for the SciFi segment of long tracks evaluated for
three different configurations of the SciFi alignment, using data from run 292107.
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Figure 6: Track residual in the x direction for long tracks evaluated for three different configura-
tions of the SciFi alignment, using data from run 292107.

are produced through an iterative process in which the photon-photon invariant mass67

distribution in each cell is evaluated. The corrections are obtained using the mean values68

of the reconstructed ⇡0 mass, obtained by fitting the photon-photon invariant mass69

distribution in each cell. The fit model uses a Gaussian function for the signal and a70

second-order polynomial for the background component, respectively. A dataset consisting71

of approximately 80M events is used. The photon-photon invariant mass distribution for72

this dataset with and without these calibrations are shown in Fig 9.73

To validate these constants, an independent set of data from run 290064 (also taken74

on April 15) is used. The results of the constants applied to this data, with and without75

the calibration constants, are shown in Fig. 10,76

The reconstructed ⇡0 mass is being corrected to values very close to the known77

value and the resolution is improved. Further improvements are expected with future78
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Figure 9: Photon-photon invariant mass for run 290068 before (left) and after (right) applying
the calibration constants. The shown fit uses a Gaussian for the ⇡0 signal and a second-order
polynomial for the background.
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Figure 10: Photon-photon invariant mass for run 290064 before (left) and after (right) applying
the calibration constants. The shown fit uses a Gaussian for the ⇡0 signal and a second-order
polynomial for the background.
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Calibration of calorimeter system crucial to compensate for ageing

• neutral pions based ECAL calibration every month

‣ automatic LED calibration for gain adjustment at the end of every fill being implemented


• HCAL calibrated during Technical Stops with a source

HCAL calibration with 137CsECAL calibration with π0

CALO response

LHCb week - 29 Sep 2023  - N.Tuning 14 1414

Calorimeter

� HCAL: 
Anticipating the YETS, performed the maintenance of the Cs-137 calibration system: 

- replacement of the water in the circuits
- cleanup of the source surfaces (RP)
- cleanup of garages

«�DQG�HQMR\LQJ�an excellent calibration 

CALO pit control

Yuri & Sergi
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Figure 1: The resolution of the Primary Vertex (PV) reconstruction in the x-coordinate is shown
as a function of PV track multiplicity. Data from two 2024 runs with (red markers) µ = 3.5
and (blue markers) µ = 5.9 are presented, along with the corresponding distribution for (green
markers) 2018 data. The 2024 µ=3.5 (µ=5.9) data are taken from the fill 9614 (9594) with
run numbers from 294258 to 294297 (from 293258 to 293316). Only runs with good VELO
half-alignment quality are used.

The Primary Vertex (PV) resolution is obtained similarly to the method described in1

Ref. [1]. The VELO tracks are randomly split into two subsets, and the PV algorithm is2

executed independently on each subset. The PVs found in each subset are then matched3

based on their distance from one another. The resolution is determined by the width of4

the distribution of the di↵erences in the matched PV positions for a given dimension,5

corrected by a factor of
p
2.6

The PV resolution described as a function of PV track multiplicity is obtained for 20247

early data with µ = 3.5 and µ = 5.9. Only runs with good VELO half-alignment quality8

are used. Figures 1 and 2 show the PV resolution for x and y coordinates, respetively.9

Two runs of 2024 data are compared with 2018 data. Please note that available sample10

size for µ = 5.9 data is five times smaller than for µ = 3.5 data, which might lead to11

statistical fluctuations in the obtained result. A better PV resolution for 2024 data in12

comparison to 2018 data in x coordinate is expected as anticipated in Ref. ??.13

References14

[1] R. Aaij et al., Design and performance of the LHCb trigger and full real-time recon-15

struction in Run 2 of the LHC, JINST 14 (2019) P04013, arXiv:1812.10790.16
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Figure 2: The resolution of the Primary Vertex (PV) reconstruction in the z-coordinate is shown
as a function of PV track multiplicity. Data from two 2024 runs with (red markers) µ = 3.5
and (blue markers) µ = 5.9 are presented, along with the corresponding distribution for (green
markers) 2018 data. The 2024 µ=3.5 (µ=5.9) data are taken from the fill 9614 (9594) with
run numbers from 294258 to 294297 (from 293258 to 293316). Only runs with good VELO
half-alignment quality are used.
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Comparable performance to Run 2 at higher instantaneous luminosity

• early measurement, further improvements expected
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Figure 2: Proton to muon misidentification rate with the cut IsMuon&PIDmu > �2.5 computed

on ⇤ ! p⇡�
events in 2024 data (9512<FillNumber<9573). The average µ value is overlaid.

Figure 3: PIDe e�ciency in probe electron momentum bins vs average µ.
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Particle identificaiton (PID) is a crucial aspect for the LHCb detector performance [1].1

This document reports the muon and electron PID e�ciency with the early data collected2

by LHCb in 2024.3

1 Muon PID4

The following figures show a muon identification working point chosen to have about5

90% muon e�ciency and low proton misidentification rate. The events are required to be6

TIS with respect to the HLT1 trigger and all final state tracks satisfy GhostProb < 0.3.7

The e�ciencies have been evaluated with fit and count on detached J/ ! µ+µ� and8

⇤ ! p⇡� events in 2024 data, respectively. The fills before 9512 have been excluded from9

the data due to partial time-alignment of the MUON detector1. The error bars include10

both the statistical error from the fits and the systematic uncertainty associated with the11

fit model.12

Figure 1: Muon identification e�ciency with the cut IsMuon&PIDmu > �2.5 computed on

detached J/ ! µ+µ�
events in 2024 data (9512<FillNumber<9573) as a function of µ.

2 Electron PID13

The figures show the electron PID e�ciency for the cuts of PIDe > 0 and PIDe > 5,14

in bins of probe electron momentum and for the category where both electrons have15

bremsstrahlung photons associated. The selection was done using linear cuts and a BDT16

trained with a MC simulation. Figure ?? compares the performance in di↵erent subsets17

with average µ of 1, 3 and 5. Figure ?? shows results with the same µ of 3 but comparing18

the old and new ECAL alignment introduced in run 291593. Both figures use a snapshot19

of collision24 TurCal data with Sprucing24c1. The fills used are: 9479, 9483, 9485, 9496,20

9497, 9499, 9509, 9510, 9512, 9514, 9517, 9518, 9519, 9521, 9523, 9525, 9537, 9543, 9548,21

9559, 9562, 9564, 9565, 9566 and 9567.22

1
see https://lblogbook.cern.ch/MUON/904

1
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PID: muon & electron
LHCb-FIGURE-2024-010

Comparable performance of electron and 
muon identification wrt Run 2 

• no strong dependence observed with 

instantaneous luminosity

both electrons with brem photon associated

see M. Atzeni talk for 
more details!
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PID: hadrons
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PID as good as Run2 but operating at 5x instantaneous luminosity
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Trigger efficiency
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Figure 9: The m(D0⇡) distribution for the D0 ! ⇡�⇡+ mode at µ = 5.5, corresponding
to 5 pb�1.
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Figure 10: The HLT1 e�ciency on the D0 ! K�⇡+ decay measured in bins of pT of the
D0 meson for µ = 3 and µ = 5.5, measured with TISTOS method on candidates selected by
HLT2. The result is compared with the product of L0 and HLT1 e�ciencies measured in Run 2.
Overlaid the distribution of the generator-level simulated pT of the D0 meson, which includes
generator-level cuts similar to the HLT2 requirements.
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Figure 3: The black histogram corresponds to the Bu candidates collected by the first-level
trigger independently of the presence of the Bu candidate in the event. The red histogram
corresponds to the subsample of these candidates in which the first-level tracking triggers selected
the event due to the presence of the Bu candidate. All available data are used.

Figure 4: First-level trigger e�ciency as a function of the Bd transverse momentum. The bin
boundaries are at 0., 2500., 5000., 6000., 7000., 8000., 9000., 10000., 15000., 20000. and 30000.
MeV. The e�ciencies are computed using the TIS/TOS method as discribed in [1]. In Run 2
the first-level trigger consisted of a hardware stage, based on information from the calorimeter
and muon systems, followed by a software stage. In Run 3 the first-level trigger is only software
based. This is the reason of the e�ciency improvements.
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D0→K-π+Β0→D-(→K+π-π-)π+

LHCb-FIGURE-2024-006

LHCb-FIGURE-2024-014
LHCb-FIGURE-2024-007

Figure 9: Comparison between the early 2024 data Trigger On Signal (TOS) e�ciency of
HLT1TrackMVA or HLT1TwoTrackMVA using B± ! K±e+e� channel as a function of the pT of
the B candidate. Run2 plots are obtained multiplying the L0Electron e�ciency and the or
condition between HLT1TrackMVA and HLT1TwoTrackMVA TOS. Run2 performance are based on
B0 ! K⇤0e+e� channel. For 2024 data, 427 pb�1 of data is used. The underlying in LHCb
detector acceptance spectrum of B± ! K±e+e� is also shown.

7

Figure 13: Comparison between the early 2024 data TOS e�ciency of the HLT1TrackMVA

or HLT1TwoTrackMVA or DiMuonHighMass or TrackMuonMVA using B± ! K±µ+µ� channel as
a function of the pT of the B candidate. Run2 plots are obtained multiplying the L0Muon

TOS e�ciency and the or condition between HLT1TrackMVA and HLT1TwoTrackMVA TOS. Run2
performance are based on B0 ! K⇤0µ+µ� channel. For 2024 data, 427 pb�1 of data is used.
The underlying in LHCb detector acceptance spectrum of B± ! K±µ+µ� is also shown.
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B±→K±ee B±→K±µµ

Significant improvements wrt Run 2 
in terms of efficiencies at HLT1

• charm benefits at low Pt where 

bulk of the signal lies

• significant gain for electron 

channels 

• comparable performance wrt 

Run 2 for muon channels

see K. Richardson talk for 
more details!
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Gas injection
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Figure 1: Collected online luminosities with SMOG2 in the di↵erent collision systems up to
May 2024 (considered runs are 290411 to 294520). For more details on the online luminosity
measurement method see Ref. [3].

2Hp 2Dp Hep Nep 2Op Arp
Collision system

2−10

1−10

1

10

SM
O

G
2 

sta
bl

e 
du

ra
tio

n 
[h

]

 = 113 GeVNNsLHCb preliminary, 
May 2024

Figure 2: Collected injected durations with SMOG2 in the di↵erent collision systems up to May
2024 (considered runs are 290411 to 294520).

2

Figure 6: Normalised distributions of the pseudorapidity for particles produced in two slices of
the z coordinate for the position of closest approach to the beam, corresponding to pp and pAr
collisions. While pp collisions are central, fixed-target pAr collision in SMOG2 are forward only.
The pseudorapidity shift due to the di↵erent acceptance of the VELO for particles originating
from the beam collision region and from the upstream SMOG2 cell can also be seen. Run
number 255623.

2.3 Primary vertex reconstruction30

Figure 7: Distribution of the primary vertex longitudinal coordinate for vertices reconstructed by
HLT1. Two clearly separated regions for pp and pAr collisions around the nominal interaction
point and confined in the SMOG2 cell, respectively, can be seen. Run number 251995.
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primary vertices distribution

LHCb-FIGURE-2024-005
LHCb-FIGURE-2023-001

• unique possibility in LHCb to inject gas with SMOG2 and 
run the experiment in fixed target mode


• already operated with noble gases (He,Ne,Ar) and H2


• during the EYETS 23/24 upgraded the gas feed system to 
inject also D2,O2 

goal is to inject gas in 
parallel to pp/PbPb data 
taking throughout 2024

gases injected in 2024 during commissioning
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Preliminary results from HLT2

14

PbAr

PbPb

PbPb data reconstructed up to 30% centrality.

GEC applied

Centrality of the collision determined based on calorimeter activity
Run 2àlinearity up to 50 % centrality, up to 5 TeV deposit in calorimeter 

Preparation of the PbPb run 13

Run 3ànew tracking system, VELO not expected to saturate, the scintillating fiber tracker may saturate at 30 % centrality. 

Run 3 
simulation

Run 2 
performance 

(data)
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Centrality
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Preliminary results from HLT2

14

PbAr

PbPb

PbPb data reconstructed up to 30% centrality.

GEC applied LHCb-FIGURE-2023-030

• PbPb running conditions in 2022 challenging for data taking: 

‣ mu~0.002 with beams head on, corresponding to peak 

luminosity of 1.5e27 cm-2 s-1


‣ VELO open and UT not operated in global data taking

• additionally Ar injection á-la-SMOG for most of the fills  
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Run 3ànew tracking system, VELO not expected to saturate, the scintillating fiber tracker may saturate at 30 % centrality. 
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Centrality
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Preliminary results from HLT2

14

PbAr

PbPb

PbPb data reconstructed up to 30% centrality.

GEC applied
• PbPb running conditions in 2022 challenging for data taking: 

‣ mu~0.002 with beams head on, corresponding to peak 

luminosity of 1.5e27 cm-2 s-1


‣ VELO open and UT not operated in global data taking

• additionally Ar injection á-la-SMOG for most of the fills  

• trigger mitigation strategy: global event cut (GEC) at 30k 

SciFi clusters  

removed by GEC

LHCb-FIGURE-2023-030
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Figure 2: Invariant mass distribution for D0 candidates reconstructed and selected in 2023
PbPb data, with VELO open and UT not included in the data-taking, in intervals of the
electromagnetic energy, a proxy for the collision centrality. The distributsions are modelled with
the composition of a Gaussian for the signal and a polynomial function for the background.
Despite the challenging conditions in 2023, signal events up to mid-peripheral collisions are
observed.
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Centrality

first PbPb 2023 data reconstructed 
down to 30% centrality

LHCb-FIGURE-2023-030

• in Run 2 centrality limited to 70% due to VELO saturation
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Looking ahead…
• 2024 is the first opportunity to run at nominal conditions: VELO fully closed and design 

instantaneous luminosity

• intensity ramp-up phase optimally exploited to be ready in time for luminosity production

• now operating stably with data taking efficiency >90% aiming at running continuously at 

nominal luminosity after the June Technical Stop

• UT quickly catching up, expected to be stably included in global data taking soon 
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Vacuum incident
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primary vacuum

secondary vacuum

• LHC vacuum incident in the VELO volume led to over 
pressurisation of the detector volume and deformation 
of the RF foil


• leading factors to velo position in 2023:

• deformation of the foil allowing for max 30 mm gap 

• damaged coupling piece in the motion system


• decided not to move the VELO halves at every fill, but 
keep them fixed to the smallest aperture that allows 
beam injection


• RF foil replacement in the EYETS23/24

VELO 2023 gap = 49 mm 
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Vacuum incident

Impact of VELO gap = 49 mm

• acceptance reduced: from η [2,5] to η [2, 3.7]

• impact parameter (IP) resolution degraded 

05/03/2024

ØAcceptance reduced:
from ! ∈ 2,5 to ! ∈ 2,3.7

Ø IP resolution degraded with new VELO 
opening at 49 mm gap

Impact of VELO position choice 4

Run 2 IP resolution

! ∈ 2,3.7

!

LHCb-FIGURE-2023-027

Current IP resolution from simulation

Long tracks, up 
to end of the 

tracking stations

long tracks (up to the last tracking station)

EPJ Web of Conferences

Figure 7. Left: Resolution of the x component of the impact parameter in 2012 50 ns data (black) and 2015 25
ns data (red). Right: Track reconstruction efficiency for long tracks for 2012 50 ns (black) and 2015 25 ns (red)
data.

Outer Tracker calibration

The outer tracker is composed by straw tubes in which the drift time in the gas is measured. This
measurement could be different from the time estimated from the distance of the track to the wire
since it can be affected by differences between the true collision time and the LHCb clock. On top
of this effect, a delay in the electronic readout also causes a time difference that is characteristic for
each module. However this contribution is small compared to the global offset and can be calibrated
offline. The drift time residuals of a sample of well reconstructed tracks are used to provide the global
drift time offset correction.

4 Trigger and detector performance in Run II

Thanks to the fact that the alignment and calibration are performed in real time and thanks to all
the improvements in the reconstruction sequence, it has been possible to achieve the same offline
performance of Run I already in the data coming from the trigger. As an example, in Figure 7 (left)
it is shown a comparison of the resolution of the x component of the impact parameter, defined as the
distance in x between a track and the associated primary proton-proton vertex (PV), between 2012
data (black) and 2015 data (red), with a bunch spacing of 50 ns and 25 ns, respectively. In this figure,
only events with one reconstructed PV are used, where the PV fit is reperformed excluding each track
in turn. The resulting PV is required to have more than 25 tracks to minimise the contribution from
PV resolution. It is possible to see that the same performance as Run I is obtained. Similarly, in
Figure 7 (right) it is shown a comparison of the track reconstruction efficiency in Run I (black) and
in Run II (red), with a bunch spacing of 50 ns and 25 ns, respectively. Here, only so called long
tracks are considered, which are reconstructed using the information from the whole tracking system
in LHCb. Again, despite the more harsh environment due to the greater centre-of-mass energy in Run
II, the same performance is achieved. Moreover, this completely revisited trigger strategy and the
excellent performance obtained allows to achieve better trigger efficiencies. Thanks to the usage, e.g.,
of more powerful particle identification criteria in the trigger, the signal to background ratio have been
increased. As an example, the efficiency to select B0 → D0π+ events in the HLT2 was around 75% in
Run I while it is greater than 90% in Run II.
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IP resolution in Run 2
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