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Scope of this talk

* Discuss the plans of all 4 large LHC experiments — some extra focus on LHCb
* Heavy reference to the Future frameworks workshop held last November in Marseille [2]

* Looking towards the future — what are the main concerns

* What kind of framework would best suit the HL-LHC experiments
* How realistic are they?

 What direction do we want to take with our framework to ensure high throughput
without too much compromise in other areas?

* Simulation frameworks are being considered in general — but not presented here
* Focusing instead mostly on real-time software and reconstruction


https://indico.cern.ch/event/1327907/

Considerations for the future

* How do we want to achieve the required throughput?
* Acceleration — GPUs? FPGAs?
» Cost is the greatest consideration — throughput/CHF
* Event scheduling — Multiple events at the same time?

* How do we want testing to proceed?

 What do we want the algorithm configuration to look
like?

 What about ML considerations?
* Bookkeeping of models needs a framework of its own

* How should these be prioritised?
 What to do given the personpower available

The whole application?!

GPU offloading
At what level?

A substantial chunk?
Still pretty good.

Algorithms that need
services?

Lots of states to
manage across devices!

Bits and pieces?
That’s a lot of
internal data
movement...



https://indico.cern.ch/event/1327907/contributions/5646883/attachments/2757291/4800952/Marseille%20Presentation-1.pdf

How is it currently done — ATLAS

* Framework is Gaudi/Athena [4]
* Scheduling provided by Avalanche l
_ . o AthenaExternals
* Multithreading both within events
and across events .
* Each event loaded into the transient [ e ][ CLREP ]__ -
event store l

* Multiprocessing

* Allows further parallelism if
resources are available

Athena [5]



https://arxiv.org/pdf/2404.06335
https://indico.cern.ch/event/1327907/contributions/5646882/attachments/2757676/4801727/ATLAS%E2%80%99s%20Software%20Framework%20Outlook%202023.11.22..pdf

ATLAS — HL-LHC
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https://cds.cern.ch/record/2802918/files/LHCC-G-182.pdf
https://cds.cern.ch/record/2729668/files/LHCC-G-178.pdf?version=2

How is it currently done — CMS
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* Trigger GPU accellerated in Run 3 womser  40%time / event
e CMSSW framework o |
* Heterogeneous solution .

* Calos and pixel reconstruction
performed on GPU

e Otherwise CPU —including tracking
e Using Cuda streams and clever 200 me
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e Vastly improved throughput! woome
Kernels ome CPU-only with GPUs

copy

Q/ﬁ&@/ﬁﬁfﬁgi&t% > Q7«| *tohost\D

ECAL
mHCAL
Pixel track and vertex
A 4 M Full track and vertex
384 ms/ev m Particle Flow
E/Gamma
W Jets/MET
W Taus
H Muons
other
M non-event processing

500 ms

400 ms

_/_
300 ms

average reconstruction time per event



https://indico.cern.ch/event/1327907/contributions/5646881/attachments/2757947/4802244/CMS_Adriano_FrameworkLHCb_22Nov23.pdf

CMS — HL-LHC

* Investigations ongoing into portability
* In particular Alpaka is of interest here
e Abstraction layer across architectures — near native performance!

¢ CMS auth.ors aCtively Patatrack Preliminary 13 TeV
contributing to Alpaka 1400 evfs g e T "
* Trying to optimise the 1000 evs | ﬁ
framework to work on 800 evis |

throughput

a wide range of HPC
centres [8]
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https://indico.cern.ch/event/1327907/contributions/5646881/attachments/2757947/4802244/CMS_Adriano_FrameworkLHCb_22Nov23.pdf

How is it currently done — ALICE

. : 3.5 TB/
02 software package used in both Run 3 and Run 4 S

[9,10] - L

Readout nodes

Also hardware accellerated — Since Run 1! Synchronous processing
. . - Local processing Accelerated

* First processing on FPGAs — then the bulk of the work BE ot [fimehancibliling
done Of GPUs - Calibration / reconstruction

— L ~ 130 GB/s

<900 GB/s

Online and offline have different approaches — due :
to different needs Disk buffer \\

e Offline should keep all servers running at 100% =

* Online needs to keep up with input data rate Asynchronous processing

- Reprocessing with full calibration
- Full reconstruction

Run 3 farm

* Events are scheduled and processed one frame at Compressed
a time (~ 120 collisions) Reconstructed Data i~ N Raw bata
* Frame size allows GPU parallelism to become efficient

* Nodes are assigned frames in a round robin approach [11]


https://arxiv.org/pdf/2012.04391
https://arxiv.org/pdf/2402.01205
https://indico.cern.ch/event/1327907/contributions/5646880/attachments/2757718/4801815/ALICE%20Software%20Stack%20-%20LHCb%20Workshop.pdf

How is it currently done — LHCb
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* One based on Gaudi as in ATLAS

* Runs code as a sequence of algorithms

e Take data from TES — calculate what the
user wants — put that data back in the TES

REAL-TIME S
..... ALIGNMENT &
o CALIBRATION .
CALIB GB/
EVENTS
OFFLINE

4TB/s
30 MHz non-empty pp

5 1 .5 PROCESSING
FULL T8 / PARTIAL DETECTOR - FULL DETECTOR /
DETECTOR . RECONSTRUCTION . . RECONSTRUCTION .
READOUT & SELECTIONS & SELECTIONS 10 GB/
(GPU HLT1) 70 200 (CPU HLT2)
GB/s

All numbers related to the dataflow are
taken from the LHCb ANALYSIS

Upgrade Trigger and Online TDR PRODUCTIONS &

LHCb-FIGURE-2020-016

Upgrade Computing Model TDR

USER ANALYSIS

e Separate framework for first
trigger — Allen

* GPU acceleration designed for
high-throughput —
Typically ~ 80kevts/s/GPU

e Cross-architecture

* Algorithms are parallelised
* Events processed in batches

* Lower memory — a big constraint

* Different approach compared to
the TES in Gaudi



http://cds.cern.ch/record/2730181/files/

Future considerations and LHCb’s plan so far

* Challenge is HLT2 — higher data — quadratic increase in HLT2

e LHCb looking forwards to its second upgrade — Upgrade Il
* Increasing luminosity X higher HLT1 output rate (needed for signal efficiency)

* Running full reconstruction on GPUs
* Including full PID, Kalman fit & 4D reconstruction

e Testing and maintenance paramount

* Integrate the Allen and Gaudi frameworks

* Harmonise the syntax of algorithms between the two — this has already begun

* Improve memory management — flexibility to choose manager to fit the architecture
A common syntax for selections between the trigger levels

* Work has begun on infrastructure for a common ML framework

* Develop demonstrators for testing and development
e E.g. Showing the integration of Gaudi and Allen, showing the reconstruction...



Conclusion

* Planning for the future — high luminosity means a greater computing
challenge
* ~ (0(10TB/s) of data to be processed
e All large LHC experiments are planning some level of heterogeneity

* Different needs of the experiments lend themselves to separate
frameworks tailored for their specific needs
* A one-size-fits-all solution is unlikely to work efficiently

* The scope of what can be done most heavily relies on personpower
* Not every good idea will be implemented in time — so prioritisation is a must



Backup




Personpower and documentation

* There is a high turnover rate in academia

* People come and go quickly — contracts are
short

Lea#ship
* The decisions/plan must be documented or Experts ol
they risk being forgotten or misunderstood! z
Sustained participation ‘
* LHCb has started this already with an Casual;icipaﬁon |
internal note — this needs to continue oot (2

* The key issue here is knowledge transfer


https://indico.cern.ch/event/1327907/contributions/5646885/attachments/2757765/4801881/Marseille%20-%20open%20source%20and%20LHCb.pdf

Languages to be considered

* Currently —

e Configuration in python with some yaml
* Algorithms in C++ and CUDA

* Precompiler magic and middleware to transpile for CPU and different GPU builds

* |s this a perfect combination?

* Some interest in changing languages:
e Julia? — simple to write like python — often quite fast
e Rust? —similar to C++ with easier memory management

* A domain specific language we impliment ourselves?
* Would allow for the same syntax to be used between selections in each trigger
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