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Introduction
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https://www.symmetrymagazine.org/article/december-2013/four-things-you-might-not-know-about-dark-matter

https://www.symmetrymagazine.org/article/december-2013/four-things-you-might-not-know-about-dark-matter


The Challenge
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Theory was right!

Constrain the new 
theory

Open 
Problem: 

What is dark 
matter?

Plausible 
Theory: 
SUSY

Verification: 
Confirm the 
theory using 

data



Common New Physics Searches Workflow
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The Challenge
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Interpretation

Constrain many 
theories

Look for 
anomalies



The Challenge
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https://iml-wg.github.io/HEPML-LivingReview/#anomaly-de
tection

100+ anomaly detection papers so far

https://iml-wg.github.io/HEPML-LivingReview/#anomaly-detection
https://iml-wg.github.io/HEPML-LivingReview/#anomaly-detection


Common approaches
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Signal is an over density:
● New physics is rare, but 

at least one feature has a 
region where ps(x)/pb(x) 
is high

● Challenges: Requires an 
estimate of pb(x) and 
prior knowledge of the 
resonant feature

Signal is rare but so is the 
background
● NP at “tails” of 

distributions 
● Challenges: “rarity” is not 

universal and the choice 
of features determine the 
sensitivity



Non-resonant anomaly detection
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Signal is rare but so is the 
background
● NP at “tails” of 

distributions 
● Challenges: “rarity” is not 

universal and the choice 
of features determine the 
sensitivity



Double Autoencoder

10

R1(x) R2(x)

▰ Train multiple autoencoders and enforce 
decorrelation for background events

V. Mikuni, B. Nachman, and D. Shih Phys. Rev. D 105, 055006



Anomaly detection performance
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No anomalies

Other colors: 
datasets with 
0.1% anomalies 
and 99.9% 
standard physics 
processes

V. Mikuni, B. Nachman, and D. Shih Phys. Rev. D 105, 055006

▰ Use the ABCD method to determine the 
background



Resonant anomaly detection

12

▰ Bump hunts often only use 
the resonant feature to 
achieve sensitivity

▰ ML enables the use of 
multiple features while 
maintaining the benefits of a 
resonant signal to perform 
background estimation

Signal is an over density:
● New physics is rare, but at 

least one feature has a 
region where ps(x)/pb(x) is 
high

● Challenges: Requires an 
estimate of pb(x) and prior 
knowledge of the resonant 
feature



LHCO dataset
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▰ Common benchmark for 
resonant AD: LHCO R&D dataset

▰ Resonant dijet final state: 
A->B(qq)C(qq) with mA, mB , mC = 
3.5, 0.5, 0.1 TeV



CATHODE
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▰ Learn a 4-dimensional background using the 
sidebands
○ N-subjettiness
○ Jet masses

▰ Interpolate the background prediction in the signal 
region

▰ Train a classifier to distinguish the interpolated 
background from the data

▰ SIC = Significance Improvement Curve (TPR/sqrt(FPR) 
vs TPR) “By how much can I improve the significance of 
a particular signal given an initial significance.”

A. Hallin, J. Isaacson, G. Kasieczka, C. Krause, B. Nachman, T. Quadfasel, M. Schlaffer, D. 
Shih, and M. Sommerhalder, Phys. Rev. D 106, 055006



Combining multiple methods
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▰ Many strategies available to determine the background 
distribution

▰ Even though the performance of different methods is 
similar, they are not completely correlated

▰ Compare and investigate different combination 
strategies: smaller uncertainty bands!

Golling, T., Kasieczka, G., Krause, C. et al. Eur. Phys. J. C 84, 241 (2024).



Going above and beyond
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▰ Current methods are limited to the 4 features
▰ Strong performance for new physics scenarios where 

jet substructure is important
▰ What if we estimate the complete dijet system?

○ 4 features vs up to 2*279*3 = 1674 features
▰ Method still works and outperforms the method with 4 

features for S/B>3%

E. Buhmann, C. Ewen, G. Kasieczka, V. Mikuni, B. Nachman, and D. Shih,  Phys. Rev. D 109, 055015



Going above and beyond
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▰ In this very high dimensional space, performance is 
limited by the data

▰ Data cannot be easily increased: requires longer data 
collection periods

▰ What if we had a model that understands jets and only 
asked to adapt to this particular phase space?

▰ Using OmniLearn, a foundational model for jet physics, 
we are able to be sensitive to the new physics signal 
with as little as S/B = 0.7% ~ 2𝜎 

V. Mikuni, B. Nachman, arXiv:2404.16091



Other assumptions
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▰ Additional assumptions beyond 
the 2 main classes  have also 
been proposed

▰ Example: QUAK
● Train a model using 

multiple possible NP 
scenarios to define 
”signal-like” and 
“background-like” regions 
of the phase space

Park, S.E., Rankin, D., Udrescu, SM. et al. J. High Energ. Phys. 2021, 30 (2021).



Conclusions
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▰ Anomaly detection is an alternative and complementary 
strategy to search for new physics processes

▰ Not magic: Different anomaly detection methods rely on a 
few assumptions and is important to be aware of their 
limitations

▰ Most methods are data-driven: the bigger the dataset the 
better

▰ Foundational models might be able to bridge the 
sensitivity gap and allow sensitivity even in low data 
regimes 
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THANKS!
Any questions?



Feature Dependence
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● Choice of representation of 
inputs also affects the 
performance!

● Differences in performance 
for autoencoders when using 
m1, m2 as inputs or log(m1), 
log(m2)

m1

m2

Kasieczka, G., Mastandrea, R., Mikuni, V., Nachman, B., Pettee, 
M., & Shih, D. (2023). Physical Review D, 107(1), 015009.



OmniLearn
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● Train a transformer model to classify and generate jets in the JetClass dataset
○ 100M jets with 10 different jet classes

● Use this pre-trained model as the starting point for multiple tasks
○ 9 additional datasets tested, including ATLAS top tagging, CMS Open 

data, and electron-proton collisions
○ 11 applications including standard classification, generation, anomaly 

detection, and unfolding
● OmniLearn improves upon all tasks investigated with faster convergence



Diffusion Generative Models

23Source: 
https://yang-song.net/blog/2021/score/

https://yang-song.net/blog/2021/score/

