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Why measure top cross-sections

ATLAS records up to 30 top quarks per second! Inclusive and differential 
cross-section measurements offer a unique opportunity


•to test QCD at the mtop scale, allowing tests with a precision of a few %.

•to measure basic SM parameters, such as mtop, Vtb, .

•to constrain the proton PDF’s, the top background to BSM processes and 

BSM EFT contributions to the cross-sections.
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Measurements spanning

5 orders of magnitude.

The most precise is 

at 13 TeV with 1.8% 

uncertainty.

JHEP 07 (2023) 141


Steep energy dep. due

to the high top mass.


This talk focuses on

recent  and single-top

measurements with

the entire Run2 (140 fb-1)

or early Run3 samples.
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1 Top-quark production cross section measurements - ATLAS only
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Figure 1: Summary of several top-quark related production cross-section measurements, compared to the corresponding
theoretical expectations. All theoretical expectations were calculated at NLO or higher.
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Early result from Run3 :  at 13.6 TeVtt̄

Tests the  dep. with the upgraded ATLAS 
detector using the dilepton channel with 29 fb-1.


Events are counted in a fiducial region, defined roughly to 
have two opp. sign leptons with pT>27 GeV and  at least 
one b-jet (in case of ), and 66 GeV < mll <116 GeV (in the 
case of same-flavor leptons). The  and Z cross-sections, 
as well as the b-tagging efficiency, are extracted from the 
event yields in the 0-1-2-bjet cases. 
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Fast action: t̄t at 13.6 TeV
Tests scaling with

√
s, upgraded detector and reconstruction software

Dilepton channel
σt̄t = 850± 3 (stat) ±18 (syst) ±20 (lumi) pb
Predicted 12% larger than at 13 TeV, but observed 1.5σ below prediction
Cross‐section ratio t̄t / Z sensitive to gluon‐to‐quark PDF ratio
Uncertainties cancel partially
Rt̄t/Z = 1.145± 0.003 (stat) ±0.021 (syst) ±0.002 (lumi)
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  pb            
 pb 


1.5 and ~1 , respectively, lower than NNLO prediction 

(PRL110 (2013) 252004)


where the “syst” is dominated by signal modelling uncertainties

σtt̄ = 850 ± 3(stat) ± 18(syst) ± 20(lumi)
Rtt̄/Z = 1.145 ± 0.003(stat) ± 0.021(syst) ± 0.002(lumi)

σ



The other extreme in collision energy: 5.02 TeV

Fast action: t̄t at 13.6 TeV
Tests scaling with

√
s, upgraded detector and reconstruction software

Dilepton channel
σt̄t = 850± 3 (stat) ±18 (syst) ±20 (lumi) pb
Predicted 12% larger than at 13 TeV, but observed 1.5σ below prediction
Cross‐section ratio t̄t / Z sensitive to gluon‐to‐quark PDF ratio
Uncertainties cancel partially
Rt̄t/Z = 1.145± 0.003 (stat) ±0.021 (syst) ±0.002 (lumi)
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The inclusive  cross-section was also 
measured at 5.02 TeV  in a low pile-up

run in 2017 with 257 pb-1. The result is


 pb. (Only 3.9%!)

 In excellent agreement with the

 NNLO prediction


 pb  PRL110 (2013) 252004


The 5.02 TeV measurement constrains the 
gluon PDF for x>0.05.


In general, the measurements of inclusive  
x-sections over a wide range of energies 
probe the PDF and different production 
channels spanning an order of magnitude in 
cross-sections.

tt̄

σtt̄ = 67.5 ± 2.7

σpred
tt̄ = 68.2+5.2

−5.3

tt̄

5

JHEP 06 (2023) 138



Jets associated with  production, 13 TeVtt̄
• Use the lepton + jets (at least 1 b tagged) channel to test modelling of signal and background


• Many kinematical variables formed by the jets from W decay and jets from gluon radiation are 

studied. Here is the measured  of the W jets, the first radiated jet and the second radiated jet 

compared with predictions:

dσ
dpT

Going differential: t̄t + jets distributions
Understand and refine theoretical modelling (signal, background)
Lepton + jets channel, fiducial, particle‐level
Lots of novel distributions — now here are some good old jet pT’s:
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dσ/dpjet‐rad1T : six orders of magnitude, 20% precision above 1 TeV (!)
Requires excellent detector performance & calibration… and lots of data

First‐ever ATLAS comparison to MiNNLOPS 1908.06987
NNLO vs. NLO: better description of Born‐level and first extra jet, but overpredicts rate of second
extra jets! CONF‐2023‐068, 13 TeV, 140 fb−1 11

The NNLO generator, MiNNLOPS (JHEP 05 (2020) 143), provides a better description than the 

NLO generator of the W-jets and the first radiated jet, but not of the second radiated jet. 

ATLAS-CONF-2023-068
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Jet substructure in  events, 13 TeVtt̄
New measurement of boosted top-jets with increased precision and detail due to the use of 
full Run2, both semi-leptonic and all-hadronic channels, and charged particles for 
substructure.


Select top-jets with pT > 350 GeV (l+jets) and pT > 500 GeV (all-had) using tag & probe.


Normalised differential cross-sections are measured as a function of 8 substructure variables 
(some separated into different  and  regions):


•  (“3-bodyness”) and  (“2-bodyness”) 


•  (momentum dist),  (broadness) and  (energy-energy correlations)


While the absolute cross-sections are known to be overestimated at high pT by NLO models, 
the normalised ones are sensitive probes of the parton shower and hadronization aspects of 
the models.

mtop ptop
T

τ32, τ3, C3 D2, τ21

pd,*
T LHA ECF2

7

arXiv:2312.03797



Jet substructure in  events, 13 TeVtt̄
• Unfolded to particle level.


• Both reclustered jets (RC) and R=1 jets 
are considered


• Systematic uncertainties are 2-10%. 
Largest  ones are from  parton shower 
(l+jets) and JES (all-had)

8

arXiv:2312.03797
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Figure 7: Fractional uncertainties in the particle-level differential CC̄ production cross-section as a function of g32.
The uncertainties are evaluated in the (a) ✓+jets channel and (b) all-hadronic channel. The orange band represents the
data statistical uncertainty, while the yellow band represents the total uncertainty. The uncertainties in the top-quark
?T mismodeling, leptons, ⇢miss

T , flavor tagging, pileup and PDF have a very limited impact and are grouped in the
plot under the label “Others”.

obtain an alternative sample. Pseudo-experiments created from this alternative sample are then propagated
through the unfolding procedure, and the difference between these results and those from the nominal
procedure is taken as the uncertainty.

8.5 Summary of systematic uncertainties

The resulting systematic uncertainties affect each unfolded variable differently and are determined bin-
by-bin, although their scales are comparable. As an example, the sizes of the systematic uncertainties in
the normalized differential cross-section as a function of g32 are shown in Figure 7. The uncertainties are
generally below 5% and around 5% in the ✓+jets channel and all-hadronic channel, respectively, and reach
⇠40% at low and high g32, where the differential cross-section is smaller, especially at low values of g32.
The dominant uncertainty varies bin-by-bin. The FSR and the parton-shower and hadronization models are
the sources of the largest signal-modeling uncertainties, while the JES/JER and charged-track uncertainties
yield the largest detector-level uncertainties.

9 Results

The normalized particle-level fiducial phase-space differential cross-sections as a function of the substructure
observables are shown for both the ✓+jets and all-hadronic channels. A set of double-differential cross-
sections is also presented. The results are compared with several NLOME+PS predictions of the Standard
Model, including several tuning variations of the nominal P�����+P����� 8 prediction.
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Overall agreement between distributions

in data and NLO models. However,

Pwg+Py8 is more “3-body” than data in


 -especially its FSR up variation -

Also  is significantly softer in the data

than in Pwg+Py8.

 

Pwg+H7,  aMC@NLO+Py8 and

Pwg+Py8(FSR down)  provide better

descriptions of the data.
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Figure 8: Particle-level normalized differential cross-sections as a function of g32 for the data and several NLOME+PS
MC predictions. The unfolded results shown here are in the (a) ✓+jets and (b) all-hadronic channels. The lower
pads show the ratios of the predictions to the data. The yellow band represents the total uncertainty of the measured
differential cross-section, while the orange band shows the statistical component.
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Figure 9: Particle-level normalized differential cross-sections as a function of g21 for the data and several NLOME+PS
MC predictions. The unfolded results shown here are in the (a) ✓+jets and (b) all-hadronic channels. The lower
pads show the ratios of the predictions to the data. The yellow band represents the total uncertainty of the measured
differential cross-section, while the orange band shows the statistical component.
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Single top, t-channel, 13 TeV

Select  events by confining reconstructed 
objects to two kinematic SR’s favoring  (one 
for each lepton charge).


The SR’s still hold a large background from  
and  , which is further separated from the 
signal by a NN combination of 17 kinematic 
variables, including the reconstructed top mass.


The signal cross-section is extracted from a 
profile likelihood fit to the NN output in the SR 
and the event yields in several CR’s with 
inverted cuts. The fit is good (P=76%).


Signal and background modelling contribute the 
largest uncertainties.


(blν)j
tq

tt̄
Wbb̄

1 Introduction

During the 2015–2018 period of operation, known as Run 2, the Large Hadron Collider (LHC) [1] provided
proton–proton (??) collisions at a centre-of-mass energy of

p
B = 13 TeV, giving the collider experiments

access to a previously unexplored kinematic range. By measuring top-quark production at this energy
scale with high precision, theoretical predictions based on the Standard Model (SM) can be tested and
deviations that might result from energy-dependent non-SM couplings can be searched for. Top quarks are
produced singly in weak charged-current interactions. The dominant single-top-quark production process
at the LHC is characterised by the C-channel exchange of a virtual , boson. Figure 1 depicts example
Feynman diagrams of this process at leading order (LO) in perturbation theory. A light quark from one
of the colliding protons interacts with a 1-quark from another proton by exchanging a virtual , boson.
Since the valence D-quark density of the proton is about twice as high as the valence 3-quark density, the
production cross-section of single top quarks, f(C@), is expected to be higher than the cross-section of
top-antiquark production, f(C̄@).
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Figure 1: Example Feynman diagrams of (a) single top-quark and (b) single top-antiquark production via the C-channel
exchange of a virtual , boson at LO in perturbation theory.

This document presents cross-section measurements of C@ and C̄@ production using the full data sample
recorded with the ATLAS detector [2] during Run 2 of the LHC, corresponding to an integrated luminosity
of 140 fb�1. Separate measurements of C@ and C̄@ production provide sensitivity to the parton distribution
functions (PDFs) of D- and 3-quarks [3], exploiting the different initial states of the two processes shown in
Figure 1. In addition, the combined cross-section f(C@ + C̄@) and the cross-section ratio 'C = f(C@)/f(C̄@)
are measured. The ratio 'C has better precision than the individual cross-sections because of partial
cancellations of common uncertainties. The measurements presented here supersede the results obtained
by an ATLAS analysis of early Run 2 data corresponding to an integrated luminosity of 3.2 fb�1 [4],
significantly improving the precision due to a larger data sample, better detector calibration, the use of
more advanced object reconstruction [5, 6], and an improved statistical analysis based on profile maximum-
likelihood fits which fully exploit the statistical power of the data sample. This analysis also features an
improved treatment of systematic uncertainties related to the modelling of the hard partonic collision and
the subsequent hadronisation with event generator programs based on the Monte Carlo (MC) method. The
measurements are compared with fixed-order predictions made at next-to-next-to-leading-order (NNLO)
in quantum chromodynamics (QCD). The measurement of 'C , in particular, is compared with predictions
based on different PDFs.

The measurements are further interpreted in the context of effective field theory (EFT) to constrain the
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Figure 4: Pre-fit distributions of the four most discriminating input variables to the NN in SR plus: (a) the invariant
mass <( 9 1) of the untagged jet and the 1-tagged jet, (b) the absolute value of the pseudorapidity of the untagged
jet |[( 9) |, (c) the absolute value of the difference in ?T between the reconstructed , boson and the jet pair, and
(d) the difference in azimuth angle between the reconstructed , boson and the jet pair |�q(, , 9 1) |. The observed
distributions (dots) are compared with the expected distributions (histograms) from simulated events. In these
distributions, the signal contribution is shown stacked on top of contributions from all considered background
processes. All uncertainties considered in the analysis are included in the hatched uncertainty band. Events beyond
the G-axis range are included in the last bin; the same applies to the first bin of the |�q(, , 9 1) | distribution in (d).
The lower panel shows the ratio of data and the prediction; in this panel, the uncertainty is displayed as a grey band.

discriminant distributions are accounted for by including corresponding nuisance parameters in the fit. In
the following, the estimation of experimental and modelling uncertainties is explained in more detail.
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Figure 3: Probability densities of the NN discriminants for the C@ and C̄@ signal processes, and the CC̄ and ,+11̄
backgrounds in (a) SR plus and (b) SR minus.

function NeuroBayes uses the symmetric sigmoid function

((G) = 2
1 + 4

�G � 1 ,

which maps the interval (�1, +1 ) to the interval (�1, +1 ). In the region close to zero, the sigmoid
function has a linear response. The final discriminant ⇡nn is obtained by linearly scaling the output of the
NN to the interval (0, 1).

The probability densities of ⇡nn for the two SRs are shown in Figure 3 for the C@ signal process and
the main backgrounds, namely the CC̄ and ,+11̄ processes. Prior to the application of the NN to the
observed collision data in the SRs, the modelling of the input variables is checked. For this purpose, a
preliminary estimate of the rate of the multĳet background is obtained by fitting the full ⇢miss

T distribution
for electron events and fitting the �q(⇢miss

T , ✓) distributions in CR `-plus and CR `-minus. Since the
resulting estimate of the multĳet background is only a preliminary step towards the final results, this fit is
performed without using uncertainties other than the statistical data uncertainty and the MC statistical
uncertainties. In the validation plots, the rates of all other processes including the signal process are set to
their predicted values. The distributions of the eight most discriminating variables before performing the
final maximum-likelihood fit (pre-fit) are shown in Figures 4 and 5 for SR plus. In all cases, the model
describes the observed distributions within the estimated uncertainties. The pre-fit ⇡nn distributions are
shown in Figure 6 for SR plus and SR minus.

6 Systematic uncertainties

Several sources of systematic uncertainty affect the expected event yield from signal and background
processes, and the shape of the NN discriminants used in the maximum-likelihood fits. The systematic
uncertainties are divided into two major categories. Experimental uncertainties are associated with the
reconstruction of the four-momenta of final-state objects: electrons, muons, untagged jets, 1-tagged
jets, and ⇢

miss
T . The second category of uncertainties is related to the modelling of scattering processes.

All uncertainties are propagated through the analysis and their effects on the expected event yields and
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Single top, t-channel, 13 TeV, results:

 pb and  pb 


 (MCFM 10.1:   pb and   pb, JHEP 02 (2021)040)


 pb,                (MCFM 10.1:   pb)





An EFT interpretation finds  new limits on a four-quark point interaction :  
, 


as well as new limits on an anomalous tH coupling: 





 Assuming   and , the data give the limit 


 at 95% conf.


If the assumptions are released, more general limits on   are set:


σtq = 137+8
−8 σt̄q = 84+6

−5

134.2 ± 2.2 80.0 ± 1.8

σ(tq + t̄q) = 221 ± 13 214 ± 2.7

Rt = σ(tq)/σ(t̄q) = 1.636+0.036
−0.034

−0.37 < C3,1
Qq /Λ2 < 0.06

−0.87 < C3
ϕQ/Λ2 < 1.42

fLV = 1 |Vtb | ≫ |Vts | , |Vtd |

|Vtb | > 0.95

fLV |Vtq |

tR
1.5 1.55 1.6 1.65 1.7 1.75 1.8 1.85

ABMP 1.6 (5 flav.)

ATLAS epWZ16

ATLAS epWZtop18

ATLAS epWZVjet20

ATLASpdf21

CT18

MSHT2020

NNPDF 3.0

NNPDF 3.1

NNPDF 4.0

PDF4LHC21

-1 = 13 TeV, 140  fbs                                             ATLAS

Measurement result

Pred. calculated with MCFM v10.1
JHEP 02 (2021) 040  syst.⊕stat. stat.

 scale⊕ sα ⊕PDF scale
NNLO pred.

Figure 8: The measured value of 'C (dot). The yellow band represents the statistical uncertainty and the green
band represents the total uncertainty of the measurement. For comparison, the NNLO predictions of MCFM based
on different PDF sets are included: ABMP [90], ATLAS [91], CTEQ [92], MSHT [93], NNPDF [36, 94], and
PDF4LHC [45]. The uncertainties in the theoretical predictions include PDF, scale and Us uncertainties.

parameterised by higher-dimensional operators maintaining SM symmetries. The effective Lagrangian is
given by

Leff = LSM +
’
8

⇠8

⇤2$8 + Hermitian conjugate,

where LSM is the SM Lagrangian. The $8 are effective dimension-6 operators and the ⇠8 are the associated
Wilson coefficients. In this EFT interpretation, two operators are considered, the four-quark operator $3,1

&@

and the operator $3
q&

coupling the third quark generation to the Higgs boson doublet �.

The relevant operators, expressed in the Warsaw basis, are

$
1(8 9:;)
@@

= (@̄8W`

@ 9) (@̄:W`@;),
$

3(8 9:;)
@@

= (@̄8W`

g
�

@ 9) (@̄:W`g�@;) and
$

3
q&

= 8(�+
g
�

⇡`�) (&̄W
`

g
�

&).

The @ denote weak-isospin doublets with 8 9 :; 2 1, 2, 3 as quark generation indices, while & represents
the doublet of the third quark generation. All contributing four-quark processes depend solely on a linear
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Figure 10: Confidence contours obtained from maximum-likelihood scans in (a) the 5LV |+C3 |-versus- 5LV |+C1 | plane,
(b) the 5LV |+CB |-versus- 5LV |+C1 | plane, and (c) the 5LV |+CB |-versus- 5LV |+C3 | plane. Contours at the 68% and 95%
confidence levels are shown. The two-dimensional histogram contains the values of the difference of the log-likelihood
function at a certain point in the plane to the minimum of the log-likelihood function indicated by the red cross.

9 Conclusions

The production of single top quarks and top antiquarks via the C-channel exchange of a virtual , boson
is measured in proton–proton collisions at the LHC at a centre-of-mass energy of 13 TeV, using the full
Run 2 data sample of 140 fb�1 recorded with the ATLAS detector. Events are selected with either one
isolated electron or muon, high ⇢

miss
T , and exactly two hadronic jets with high ?T. Exactly one of these jets

is required to be 1-tagged. An artificial NN is used to construct a discriminant that separates signal and
background events. The distributions of the discriminant are used in profile maximum-likelihood fits to
determine the signal yields.

The total cross-sections are determined to be f(C@) = 137+8
�8 pb and f(C̄@) = 84+6

�5 pb for top-quark and
top-antiquark production, respectively. The combined cross-section is found to be f(C@ + C̄@) = 221+13

�13 pb
and the cross-section ratio is 'C = f(C@)/f(C̄@) = 1.636+0.036

�0.034. The predictions made at NNLO in
perturbation theory are in good agreement with the measured cross-sections, which reach greater precision
than previous measurements by the ATLAS and CMS Collaborations with partial Run 2 data samples at
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Single top, t-channel, 5.02 TeV

In November 2017 LHC provided 255 pb-1 at low pile-up 
and  TeV. Thus statistics are low.


The t-channel cross-section was measured in a similar 
way, albeit using lower thresholds and a BDT instead of 
a deep NN, with the results:


 pb,


 (MCFM prediction  pb )





  (MCFM prediction  ) 

Agreement with NLO QCD and PDF over an order of 
magnitude in cross-section

s = 5.02

σ(tq + t̄q) = 27 ± 6

30.3+0.7
−0.5

Rt = σ(tq)/σ(t̄q) = 2.73+1.75
−0.89

2.03+0.06
−0.07
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Figure 12: Summary of ATLAS measurements of the single top production cross-sections in the t-channel as a
function of the center of mass energy. The measurements are compared to a theoretical calculation based on NLO
QCD.

3.4 t-channel (top and antitop separately) - ATLAS only

12

(a) (b)

Figure 3: The post-fit BDT response distribution for data (dots) in the (a) ✓++jets and (b) ✓�+jets channels. The MC
simulation of the signal (red histograms) and various backgrounds (represented by histograms of different colours) are
also included. The error bars on the dots represent the statistical uncertainty on the data while the blue cross-hatched
lines correspond to the total uncertainties on the prediction. The lower panels show the ratio of the data and the
prediction, along with the uncertainty in the ratio.

10Phys.Lett. B 854 (2024) 138726
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2016 p+Pb run,  TeV, 165 nb-1 sNN = 8.16

• Sensitive to nPDFs. Needed in order to separate initial state from QGP effects

• Use both di-lepton and l+jets in six SR’s, depending on the number of b-jets.

• Profile-likelihood fit of signal yield to the  distribution in all six SR’s.
Hl,jets

T

5 Analysis

The signal strength `C C̄ , defined as the ratio of the observed signal yield for the combined ✓+jets and dilepton
final states to the SM expectation with no nPDF effects included, is measured using a profile-likelihood
method [74, 75]. The parameter `C C̄ is determined by the fit to the �

✓jet
T data distributions in the six SRs,

where the �
✓jet
T variable is defined as the scalar sum of the transverse momenta of the leptons and HI jets.

The �✓jet
T distributions predicted by the fit (post-fit) are shown in Figure 1 for six subsamples of the dilepton

and ✓+jets SRs defined by requiring exactly one and at least two 1-tagged jets. Distributions predicted by
the fit and the observed distributions are in good agreement.
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Figure 1: Data post-fit plots representing the �
✓ , 9
T variable in the six SRs (4+jets: 1✓11 and 1✓21incl, `+jets: 1✓11

and 1✓21incl, dilepton: 2✓11 and 2✓21incl.), with uncertainties represented by the hatched area. The full markers in
the bottom panels show a ratio between data and a sum of predictions. Open triangles indicate bins with entries
which are outside the ratio range.

Approximately 130 nuisance parameters representing the systematic uncertainties are included in the fit.
All systematics are treated as correlated over the SRs. The dominant contributions to pre-fit uncertainties
are fake-lepton and ,+jets normalization in the ✓+jets channel and /+jets normalization in the dilepton
channel. The fake-lepton uncertainties are significantly reduced within the fit procedure. The leading
contributions to the total systematic uncertainty are the signal modeling, jet energy scale, luminosity of the
data sample, and fake-lepton background. The summary of grouped systematic uncertainties is shown in
Table 1. The total relative systematic uncertainty amounts to 8%.

7

Example: 1 lepton and 2 b-jets :


Dominant pre-fit uncertainties are

 background normalisations (fake-l,

W/Z+jets).


Largest post-fit uncertainties

are signal modelling and JES

arXiv:2405.05078
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Figure 2: Signal strengths with total and statistical uncertainties in different fit regions and combined.

the NNLO precision in QCD using the  -factor ( = 1.139) derived using the T��++ generator. Four
nPDF sets are used as input to the MCFM calculations: EPPS21 [78], nCTEQ15HQ [79], nNNPDF30 [80]
and TUJU21 [81]. The largest discrepancy is found for the nNNPDF30 nPDF set. The remaining nPDF
sets are in good agreement with the measured cross-section value.
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Figure 3: Comparison between observed and predicted values of fC C̄ as well as with the CMS Collaboration
measurement of fC C̄ in ?+Pb collisions at pBNN = 8.16 TeV [19], and the combined measurement of CC̄ production
cross section in ?? collisions at

p
B = 8 TeV from ATLAS and CMS collaborations [76]. The latter is extrapolated to

the center-of-mass energy of this measurement and also using the �Pb factor. Predictions are calculated at NNLO
precision using the MCFM code [77] scaled to the ?+Pb system and given for different nPDF sets. The uncertainty
on predictions represents the uncertainty on internal PDF. The solid black line indicates the measured value. The
combined statistical and systematic uncertainty of the measurement is shown in green while the statistical component
is depicted in yellow.

7 Conclusion

In conclusion, this note reports a first measurement of top-quark pair production in ?+Pb collisions at the
center-of-mass energy p

BNN = 8.16 TeV per nucleon pair with the ATLAS experiment. Top-quark pairs
are observed in the individual ✓+jets and dilepton channels with electrons and muons in the final state.
The top-quark pair production in the dilepton channel is observed with significance exceeding 8 standard
deviations for the first time in the ?+Pb system at the LHC. The total integrated cross section is measured
with a total relative uncertainty of 9% which makes this measurement the most precise CC̄ cross-section
determination in nuclear collisions. The precision of the measurement in the individual CC̄ decay channels is
limited by systematic uncertainties in the ✓+jets channel while the dilepton region is dominated by statistics.
The cross section is compared to the CMS measurement in the ?+Pb system as well as to the combined
measurement from the ATLAS and CMS collaborations in ?? collisions at

p
B = 8 TeV. The latter is

scaled to the ?+Pb system and energy of this analysis. Also the measured cross section is confronted with
NNLO calculations in the strong coupling constant UB based on several nPDF sets. The measured cross
section is found to be in good agreement with the previous measurements and SM predictions. With the
precision of this measurement, it paves a new way to constraint nPDFs in the high-G region.
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μtt̄ = σtt̄

meas/(APb × σtt̄
th) = 1.04 ± 0.09

>5 sigma observation! First 
observation of top production in 
p+A in the di-lepton channel.


Discriminates between nPDFs

arXiv:2405.05078
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The large statistics of the full Run2 data sample, together with progress in reducing uncertainties

from luminosity, calibration and modelling, has enabled recent ATLAS results on top cross-sections:   


• Measurement of inclusive and differential  cross-sections with a precision of 1.8%

• Improved measurements of jets with pT up to ~2TeV in  events

• Measurements of single top production in the t-channel over a huge  

    background providing new constraints on the PDFs and the Wtb vertex.


The energy dependence of the cross-sections has been studied using a special run

at  = 5.02 TeV and the first year of Run3 at  = 13.6 TeV.


In addition, the 2016 p+Pb run has been used to make a 5-sigma observation of   production in p+Pb

collisions.


Further progress will come from the Run3 data and in particular from ongoing

efforts in QCD modelling aiming to match better the experimental precision.


                                                             THANK YOU!
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Model ECM [TeV]
R
L dt[fb

�1
] Measurement Theory Reference

4t 13 140 fb�1 � = 22.5 + 6.6 � 5.5 fb � = 13.4 + 1 � 1.8 fb (NLO (QCD+EW) + NLL) EPJC 83 (2023) 496

t� 13 139 fb�1 � = 688 ± 23 + 75 � 71 fb � = 515 + 36 � 42 fb (NLO) PRL 131, (2023) 181901

tZj 13 139 fb�1 � = 97 ± 13 ± 7 fb � = 102 + 5 � 2 fb (Madgraph5 + aMCNLO (NLO)) JHEP 07 (2020) 124

t̄t� 7 4.6 fb�1 � = 63 ± 8 + 17 � 13 fb � = 48 ± 10 fb (Whizard+NLO) PRD 91, 072007 (2015)

t̄t� 8 20.2 fb�1 � = 139 ± 7 ± 17 fb � = 151 ± 25 fb (MadGraph+PRD 83 (2011) 074013) JHEP 11 (2017) 086

t̄t� 13 140 fb�1 � = 322 ± 5 ± 15 fb � = 299 ± 30 fb (NLO) arXiv:2403.09452

t̄tH 8 20.3 fb�1 � = 220 ± 100 ± 70 fb � = 133 + 8 � 13 fb (LHCHXSWG NLO QCD + NLO EW) PLB 784 (2018) 173

t̄tH 13 80 fb�1 � = 670 ± 90 + 110 � 100 fb � = 507 + 35 � 50 fb (LHCHXSWG NLO QCD + NLO EW) PLB 784 (2018) 173

t̄tZ 8 20.3 fb�1 � = 176 + 52 � 48 ± 24 fb � = 215 ± 30 fb (HELAC-NLO) JHEP 11, 172 (2015)

t̄tZ 13 140 fb�1 � = 860 ± 40 ± 40 fb � = 860 + 80 � 90 fb (NLO + NNLL) arXiv:2312.04450

t̄tW 8 20.3 fb�1 � = 369 + 86 � 79 ± 44 fb � = 232 ± 32 fb (MCFM) JHEP 11, 172 (2015)

t̄tW 13 140 fb�1 � = 880 ± 50 ± 70 fb � = 745 ± 52 fb (NNLO QCD + NLO EW) arXiv:2401.05299

ts�chan 8 20.3 fb�1 � = 4.8 ± 0.8 + 1.6 � 1.3 pb � = 5.61 ± 0.22 pb (NLO+NNL) PLB 756, 228-246 (2016)

ts�chan 13 139 fb�1 � = 8.2 ± 0.6 + 3.4 � 2.8 pb � = 10.32 + 0.4 � 0.36 pb (Hathor (NLO)) JHEP 06 (2023) 191

tW 7 2.0 fb�1 � = 16.8 ± 2.9 ± 3.9 pb � = 17.1 ± 0.8 pb (aNNLO+aN3LL) PLB 716, 142-159 (2012)

tW 8 20.3 fb�1 � = 23 ± 1.3 + 3.4 � 3.7 pb � = 24.4 + 1.1 � 1 pb (aNNLO+aN3LL) JHEP 01, 064 (2016)

tW 13 3.2 fb�1 � = 94 ± 10 + 28 � 23 pb � = 79.3 + 2.9 � 2.8 pb (aNNLO+aN3LL) JHEP 01 (2018) 63

tt�chan 5 0.3 fb�1 � = 27.1 + 4.4 � 4.1 + 4.4 � 3.7 pb � = 30.3 + 0.7 � 0.5 pb (MCFM (NNLO) ) arXiv:2310.01518

tt�chan 7 4.6 fb�1 � = 68 ± 2 ± 8 pb � = 63.7 + 1.4 � 0.8 pb (MCFM (NNLO)) PRD 90, 112006 (2014)

tt�chan 8 20.3 fb�1 � = 89.6 ± 1.7 + 7.2 � 6.4 pb � = 84.3 + 1.7 � 1.2 pb (MCFM (NNLO)) EPJC 77 (2017) 531

tt�chan 13 140 fb�1 � = 221 ± 1 ± 13 pb � = 214.2 + 4.1 � 2.6 pb (MCFM (NNLO)) arXiv:2403.02126

t̄t 5 0.3 fb�1 � = 67.5 ± 0.9 ± 2.6 pb � = 69.5 + 3.5 � 3.7 pb (top++ NNLO+NNLL) JHEP 06 (2023) 138

t̄t 7 4.6 fb�1 � = 182.9 ± 3.1 ± 6.4 pb � = 179.6 + 7.8 � 8.7 pb (top++ NNLO+NNLL) EPJC 74: 3109 (2014)
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13 TeV differential x-sections in e-mu channel
• diff. x-sections as functions of lepton 

kinematic variables.


• Single and double. Use 140 fb-1.


• Precision 1-2% in normalised spectra


• Modelling, such as Wt background, 
dominates uncertainties here.


•  

1.8% precision! Reduction due to advances in 
luminosity uncertainty: Eur.Phys.J.C83(2023)982

σtt̄
= 829 ± 1(stat) ± 13(syst) ± 8(lumi) ± 2(Eb)pb

While the inclusive cross-section is in excellent agreement with the NNLO prediction,

no NLO model agrees with all the differential x-sections . The discrepancies are

reduced if the models are reweighed to reproduce the NNLO pTtop prediction.

(arXiv:2105.03877)
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Figure 12: Normalised double-differential cross-sections as a function of (a) |H4` | in bins of <4` and (b) |�q4` | in bins
of <4` with statistical (orange) and statistical plus systematic uncertainties (yellow). The data points are placed at the
centre of each bin. The results are compared with the predictions from different Monte Carlo generators normalised to
the T��++ prediction: the baseline P�����+P����� 8.230 CC̄ sample (blue), M��G����5_�MC@NLO+H����� 7.1.3
(red), P�����+H����� 7.0.4 (green), P�����+H����� 7.1.3 (purple), M��G����5_�MC@NLO+P����� 8.230
(cyan) and P�����+P����� 8.230 rew. (dark green), which refers to P�����+P����� 8.230 reweighted according to
the top-quark ?T. The lower panel shows the ratios of the predictions to data, with the bands indicating the statistical
and systematic uncertainties. The highest invariant mass bin of the two distributions contains the overflows.
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Single top, s-channel

13 GeV , 139 fb-1 (JHEP 06 (2023) 191)


The huge  background is controlled via a  discriminant  obtained 

via Bayes theorem from , where T is a 

transfer function between parton kinematics  and detector level observables X.  
From a fit to this discriminant in the SR (one lepton, two b-jets, ETmiss), ATLAS 
finds a 3.3  signal significance and a x-section of:


 pb.   (Prediction  , Comput.Phys.Commun.191(2015)74 ) 

tt̄ P(schan |X)

P(X, proc) = ∫ dΦ
1

σproc

dσproc

dΦ
T(X |Φ)

Φ

σ

σs−chan = 8.2+3.2
−2.9 10.32+0.40

−0.36

18

Contents

1 Introduction 2

2 ATLAS detector 3

3 Data and simulation samples 4

4 Event reconstruction and selection 6

5 Background estimation 8

6 Matrix element method 9

7 Systematic uncertainties 14

8 Signal extraction 15

9 Results 16

10 Conclusion 20

1 Introduction

In proton–proton (??) collisions, top quarks are produced predominantly in pairs via the strong interaction,
but also singly via the electroweak interaction through a ,C1 vertex. Single top-quark production is
therefore a powerful probe for the top quark electroweak couplings. In the Standard Model (SM), three
different production mechanisms are possible at leading-order (LO) in perturbative theory: an exchange of
a virtual , boson either in the t-channel or in the s-channel, or the associated production of a top quark and
a , boson (C,). Figure 1 shows the dominant Feynman diagram for s-channel single top-quark production,
in which a top quark is produced with a bottom anti-quark in the final state. This mode plays an important
role in searches for new phenomena that could be modelled as anomalous couplings or in effective field
theories [1, 2].

q

q0

t

b

W

Figure 1: Feynman diagram for the dominant hard scattering process at leading-order in QCD of s-channel single
top-quark production. The quarks in the initial (final) state are shown in blue (red), and the exchanged , boson is
shown in green.
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Table 2: Observed impact of the different sources of uncertainty on the CC̄ and /-boson cross sections and their ratio
', grouped by category. The CC̄ cross section and ' are obtained in a simultaneous fit to the four regions shown in
Figure 2, while the /-boson cross section is obtained from a fit to same-flavour events only. The impact of each
category is obtained by repeating the fit after having fixed the set of nuisance parameters corresponding to that
category, and subtracting that uncertainty in quadrature from the uncertainty found in the full fit. The statistical
uncertainty is obtained by repeating the fit after having fixed all nuisance parameters to their fitted values. Only the
acceptance effects are considered for the PDF and the modelling uncertainties.

Category Uncertainty [%]
f
C C̄

f
fid.
/!✓✓

'
C C̄//

CC̄ CC̄ parton shower/hadronisation 0.9 < 0.2 0.9
CC̄ scale variations 0.4 < 0.2 0.4
CC̄ normalisation - < 0.2 -
Top quark ?T reweighting 0.6 < 0.2 0.6

/ / scale variations < 0.2 0.4 0.3
Bkg. Single top modelling 0.6 < 0.2 0.6

Diboson modelling < 0.2 < 0.2 0.2
CC̄+ modelling < 0.2 < 0.2 < 0.2
Fake and non-prompt leptons 0.6 < 0.2 0.6

Lept. Electron reconstruction 1.2 1.0 0.4
Muon reconstruction 1.4 1.4 0.3
Lepton trigger 0.4 0.4 0.4

Jets/tagging Jet reconstruction 0.4 - 0.4
Flavour tagging 0.4 - 0.3

PDFs 0.5 < 0.2 0.5
Pileup 0.7 0.8 < 0.2
Luminosity 2.3 2.2 0.3
Systematic uncertainty 3.2 2.8 1.8
Statistical uncertainty 0.3 0.02 0.3

Total uncertainty 3.2 2.8 1.9

14

Fast action: t̄t at 13.6 TeV
Tests scaling with

√
s, upgraded detector and reconstruction software

Dilepton channel
σt̄t = 850± 3 (stat) ±18 (syst) ±20 (lumi) pb
Predicted 12% larger than at 13 TeV, but observed 1.5σ below prediction
Cross‐section ratio t̄t / Z sensitive to gluon‐to‐quark PDF ratio
Uncertainties cancel partially
Rt̄t/Z = 1.145± 0.003 (stat) ±0.021 (syst) ±0.002 (lumi)
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 5.02 TeV, 257 pb-1tt̄

J
H
E
P
0
6
(
2
0
2
3
)
1
3
8

Category δσtt̄ [%]
Dilepton Single lepton Combination

tt̄ generator† 1.2 1.0 0.8
tt̄ parton-shower/hadronisation*,† 0.3 0.9 0.7
tt̄ hdamp and scale variations† 1.0 1.1 0.8
tt̄ parton distribution functions† 0.2 0.2 0.2
Single-top background 1.1 0.8 0.6
W/Z + jets background* 0.8 2.4 1.8
Diboson background 0.3 0.1 < 0.1
Misidentified leptons* 0.7 0.3 0.3
Electron identification/isolation 0.8 1.2 0.8
Electron energy scale/resolution 0.1 0.1 < 0.1
Muon identification/isolation 0.6 0.2 0.3
Muon momentum scale/resolution 0.1 0.1 0.1
Lepton-trigger efficiency 0.2 0.9 0.7
Jet-energy scale/resolution 0.1 1.1 0.8
√
s = 5.02TeV JES correction 0.1 0.6 0.5

Jet-vertex tagging < 0.1 0.2 0.2
Flavour tagging 0.1 1.1 0.8
Emiss

T 0.1 0.4 0.3
Simulation statistical uncertainty* 0.2 0.6 0.5
Data statistical uncertainty* 6.8 1.3 1.3
Total systematic uncertainty 2.5 4.2 3.4
Integrated luminosity 1.8 1.6 1.6
Beam energy 0.3 0.3 0.3
Total uncertainty 7.5 4.5 3.9

Table 3. Breakdown of uncertainties in the dilepton, single-lepton, and combined measurements
of the inclusive tt̄ cross-section at √

s = 5.02TeV. For each category, the dilepton uncertainties
are calculated by summing all the contributing uncertainties in quadrature. The single-lepton and
combination uncertainties are calculated by fixing the set of nuisance parameters corresponding to
a category, repeating the fit, and subtracting in quadrature the resulting uncertainty from the total
uncertainty of the nominal fit. Categories that include unique uncertainties, uncorrelated between
dilepton and single-lepton measurements, are denoted by *, and those with one-to-many uncertain-
ties by † (see text). Other categories include only one-to-one uncertainty sources, correlated between
channels. The total uncertainty is the sum in quadrature of the total systematic uncertainty, the
statistical uncertainty, and the effects of the uncertainties in the integrated luminosity and beam
energy. The systematic uncertainties for the single-lepton and combination measurements do not
add up in quadrature to the total systematic uncertainty because of their correlations in the fit.

– 25 –

JHEP 06 (2023) 138
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+ jets, 13 TeV, 140 fb-1tt̄ ATLAS-CONF-2023-068
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Figure 6: Total relative systematic uncertainties in percentage on the measured cross sections for (a) pjet-W1
T , (b)

|yjet-W1
|, (c) pjet-W2

T , (d) |yjet-W2
|, (e) |�yjet-W1 – jet-W2

| and (f) |��jet-W1 – jet-W2
| in the tt̄ inclusive channel. The individual

sources of systematic uncertainty (plotted in stacked form) and the data statistical uncertainty are also included.
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jet substructure  in t-tbar events, 13 TeV, 140 fb-1 arXiv:2312.03797
Table 2: j2 and ?-values quantifying the level of agreement between the unfolded spectra in the ✓+jets channel and
several normalized NLO+PS predictions. PWG+PY8 corresponds to the P�����+P����� sample and PWG+H7 to
the P�����+H����� sample.

Observable PWG+PY8 PWG+H7 �MC@NLO+PY8 PWG+PY8(FSR U�) PWG+PY8(FSR D���)
j

2/NDF ?-value j
2/NDF ?-value j

2/NDF ?-value j
2/NDF ?-value j

2/NDF ?-value
g32 54/12 <0.01 19/12 0.09 15/12 0.24 165/12 <0.01 40/12 <0.01
g21 14/14 0.41 7/14 0.92 16/14 0.32 42/14 <0.01 8/14 0.91
g3 36/11 <0.01 42/11 <0.01 14/11 0.23 130/11 <0.01 23/11 0.02

⇢⇠�2 25/18 0.13 13/18 0.78 15/18 0.69 31/18 0.03 24/18 0.14
⇡2 20/16 0.20 17/16 0.39 20/16 0.20 37/16 <0.01 15/16 0.49
⇠3 11/14 0.65 6/14 0.97 3/14 1.00 35/14 <0.01 3/14 1.00
?

d,⇤
T 27/12 <0.01 10/12 0.58 11/12 0.53 56/12 <0.01 24/12 0.02

!�� 14/17 0.65 9/17 0.92 20/17 0.29 14/17 0.69 19/17 0.32
⇡2 vs. <top 61/42 0.03 62/42 0.02 59/42 0.05 118/42 <0.01 44/42 0.37
⇡2 vs. ?top

T 71/56 0.08 68/56 0.13 70/56 0.11 107/56 <0.01 93/56 <0.01
g32 vs. <top 153/42 <0.01 72/42 <0.01 56/42 0.07 413/42 <0.01 77/42 <0.01
g32 vs. ?top

T 153/50 <0.01 103/50 <0.01 57/50 0.23 360/50 <0.01 114/50 <0.01

Table 3: j2 and ?-values quantifying the level of agreement between the unfolded spectra in the all-hadronic channel
and several suitably normalized NLO+PS predictions. PWG+PY8 corresponds to the P�����+P����� sample and
PWG+H7 to the P�����+H����� sample.

Observable PWG+PY8 PWG+H7 �MC@NLO+PY8 PWG+PY8(FSR U�) PWG+PY8(FSR D���)
j

2/NDF ?-value j
2/NDF ?-value j

2/NDF ?-value j
2/NDF ?-value j

2/NDF ?-value
g32 24/10 <0.01 14/10 0.20 9/10 0.52 61/10 <0.01 6/10 0.82
g21 7/10 0.75 6/10 0.80 6/10 0.80 11/10 0.36 6/10 0.84
g3 29/7 <0.01 17/7 0.02 10/7 0.17 58/7 <0.01 8/7 0.29

⇢⇠�2 17/11 0.10 12/11 0.39 14/11 0.26 20/11 0.05 15/11 0.19
⇡2 11/12 0.55 8/12 0.82 8/12 0.76 14/12 0.27 7/12 0.88
⇠3 29/8 <0.01 21/8 <0.01 13/8 0.13 57/8 <0.01 10/8 0.28
?

d,⇤
T 21/9 0.01 6/9 0.78 10/9 0.35 35/9 <0.01 8/9 0.54

!�� 12/12 0.49 9/12 0.74 12/12 0.46 12/12 0.43 11/12 0.53
⇡2 vs. <top 22/32 0.91 27/32 0.73 20/32 0.95 28/32 0.67 19/32 0.96
⇡2 vs. ?top

T 29/43 0.96 26/43 0.98 28/43 0.96 32/43 0.88 26/43 0.98
g32 vs. <top 30/27 0.31 21/27 0.79 15/27 0.97 69/27 <0.01 11/27 1.00
g32 vs. ?top

T 49/37 0.08 36/37 0.53 34/37 0.63 94/37 <0.01 30/37 0.79

The⇠3 variable, a probe of three-body structure that is interpreted as a measure of the higher-order radiation
relative to the lowest-order prediction, is reasonably well modeled by most of the ✓+jets calculations, with
three ?-values exceeding 0.9, but interestingly is not well modeled by most predictions in the all-hadronic
channel. This could be due to mismodeling of the internal radiation in the top-quark jet at higher ?T or
perhaps the modeling of the energy flow between these higher-?T jets in this all-hadronic final state.

The ?
d,⇤
T variable is a measure of the distribution of the momentum between particles within the jet, and is

therefore sensitive to the hadronization model. It is not well described by the P�����+P����� 8 model,
but agreement improves with a higher value of UFSR

s , especially in the all-hadronic channel, where the
?-value reaches 0.54.

The !�� variable, which is more sensitive to the modeling of the energy of the high-energy constituents, is
well described by the predictions. This variable, and also ⇢⇠�2, was selected because it was not expected
to be highly sensitive to the FSR variations. P�����+H����� 7 gives the best description of these variables
in both the ✓+jets and all-hadronic channels, with ?-values of 0.92 and 0.74 respectively for !��.
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