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Setting the context

• This will focus on the HL-LHC upgrades 
of the large LHC experiments, 
with an attempt to `place everything in context’ 

• This naturally leads to a look at the ECFA DRD7 efforts 

• I am grateful to the experts who shared their thoughts with me 
in preparation of this talk 

• The facts come from them, and from various publications 

• Interpretations and opinions were added by me 
(Misinterpretations and misguided opinions will be mine too)
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• More (rare events) and (more rare) events 

• More statistics → more luminosity 
And really: higher instantaneous luminosity 

• More granularity → more channels 

• Bottom line: more data, faster 
→ Larger events at a higher rate 
→ More complex online reduction required

Continuing our search for smaller needles in larger haystacks

These developments are all driven by one thing

P.S. The detector read-out is by no means the biggest challenge here.

between the two experiments.
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Fig. 65: (a) Minimum negative-log-likelihood as a function of �, calculated by performing a condi-
tional signal+background fit to the background and SM signal. (a) The black line corresponds to the
combined ATLAS and CMS results, while the blue and red lines correspond to the ATLAS and CMS
standalone results respectively. (b) The different colours correspond to the different channels, the plain
lines correspond to the CMS results while the dashed lines correspond to the ATLAS results.

The combined minimum negative-log-likelihoods are shown in Figure 66. The 68% Confidence
Intervals for � are 0.52  �  1.5 and 0.57  �  1.5 with and without systematic uncertainties
respectively. The second minimum of the likelihood is excluded at 99.4% CL. A summary of the 68%
CI for each channel in each experiment, as well as the combination are shown in Figure 66b.

3.3 Double Higgs measurements and trilinear coupling: alternative methods
3.3.1 Prospects for hh ! (bb̄)(WW
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In this section, we discuss the discovery prospects for double Higgs production in the hh ! (bb̄)(WW ⇤)
channel. In order to increase sensitivity in the di-lepton channel [294, 295, 296], we propose a novel
kinematic method, which relies on two new kinematic functions, Topness and Higgsness [297]. They
characterise features of the major (tt̄) background and of hh events, respectively. The method also
utilises two less commonly used variables, the subsystem MT2 (or subsystem M2) [298, 299, 300] for
tt̄ and the subsystem

p
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Figure 2.1: Layout of the CMS Phase-2 DAQ. The experiment and front-end electronics are lo-
cated in the underground experimental cavern (UXC). The back-end electronics crates includ-
ing the DAQ equipment are located in the underground service cavern (USC). The DAQ links
(D2S) connect the USC to the surface complex (SCX) where the DAQ data center is located. A
|X| symbol indicates a switched network.

will use a special time-compensated link protocol (TCLink, [21]) evolved from the lpGBT [22]
protocol. More information about the architecture and features of the TCDS2 system can be
found in Chapter 5. In order to support sub-detectors with larger throughput per crate, an-
other ATCA board, the DAQ-800, without the TCDS2 functionality, but with twice as many in-
puts and double throughput, will also be developed. A prototype of the DTH-400 board, with
full functionality but reduced connectivity, has been produced [23]. It has been distributed to
sub-systems, together with first versions of the firmware necessary to implement the DAQ and
TCDS2 interface in the respective back-end boards.

Slightly under one thousand D2S links are necessary. This is estimated from the number of
DTH-400 and DAQ-800 boards required per crate, the throughput per crate based on projec-
tions of the sub-event size by sub-detectors, and the total number of crates per sub-detector.
This estimate is discussed in detail in Section 4.7.

The Data Concentration Network switch fabric requires a large number of 200 or 400 Gb/s ports
with sufficient total aggregate throughput to concentrate the inputs from about one thousand
100 Gb/s ports with utilization varying from 10 to 90 %. The 100 Gb/s ports must support 100-
GBASE-CWDM4 for the D2S links. The choice of one or the other link speed for the output
ports will be dictated by the cost and the actual availability of network interfaces and servers
capable of handling ⇡ 1 Tb/s of concurrent I/O.

A 400 Gb/s RoCE-based event builder will in practice require servers that support the next

Traditional HEP experiment trigger-DAQ architecture

Phase-2 ATLAS Phase-2 CMS
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Figure 1.4: The TDAQ Phase-II architecture with the EF updated to reflect the baseline change
to use only commercial processors. The black dotted arrows indicate the Level-0 dataflow from the
detector systems to the Level-0 trigger system at 40 MHz, which must identify physics objects and
calculate event-level physics quantities within 10 µs. The result of the Level-0 trigger decision (L0A)
is transmitted to the detectors as indicated by the red dashed arrows. The resulting trigger data and
detector data are transmitted through the Data Acquisition System (DAQ) system at 1 MHz, as
shown by the black solid arrows. Direct connections between each Level-0 trigger component and
the Readout system are suppressed for simplicity. The EF system is composed of a heterogeneous
processor farm that must reduce the event rate to 10 kHz. Events that are selected by the EF trigger
decision are transferred for permanent storage.
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decision are transferred for permanent storage.
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(D2S) connect the USC to the surface complex (SCX) where the DAQ data center is located. A
|X| symbol indicates a switched network.

will use a special time-compensated link protocol (TCLink, [21]) evolved from the lpGBT [22]
protocol. More information about the architecture and features of the TCDS2 system can be
found in Chapter 5. In order to support sub-detectors with larger throughput per crate, an-
other ATCA board, the DAQ-800, without the TCDS2 functionality, but with twice as many in-
puts and double throughput, will also be developed. A prototype of the DTH-400 board, with
full functionality but reduced connectivity, has been produced [23]. It has been distributed to
sub-systems, together with first versions of the firmware necessary to implement the DAQ and
TCDS2 interface in the respective back-end boards.

Slightly under one thousand D2S links are necessary. This is estimated from the number of
DTH-400 and DAQ-800 boards required per crate, the throughput per crate based on projec-
tions of the sub-event size by sub-detectors, and the total number of crates per sub-detector.
This estimate is discussed in detail in Section 4.7.

The Data Concentration Network switch fabric requires a large number of 200 or 400 Gb/s ports
with sufficient total aggregate throughput to concentrate the inputs from about one thousand
100 Gb/s ports with utilization varying from 10 to 90 %. The 100 Gb/s ports must support 100-
GBASE-CWDM4 for the D2S links. The choice of one or the other link speed for the output
ports will be dictated by the cost and the actual availability of network interfaces and servers
capable of handling ⇡ 1 Tb/s of concurrent I/O.

A 400 Gb/s RoCE-based event builder will in practice require servers that support the next

Traditional HEP experiment trigger-DAQ architecture

The concepts involved have not changed fundamentally for a while now: 

data read-out, event building, event filtering and storage

Phase-2 ATLAS Phase-2 CMS
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Zoom on the front-end
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The Versatile Link Application Note 
 

 

 
 

 

Abstract:  

This application note describes how to implement a Versatile Link-based system in a typical High 
Energy Physics experiment.  It summarizes the most relevant Versatile Link features and available 
options, and points to the relevant documentation.  It guides the optical system designer in his/her 
engineering effort, highlighting in particular those system aspects that are not directly or fully covered 
by the Versatile Link specification. 

 

Corresponding author:   Francois Vasey, CERN, Switzerland 

Co-authors:  L. Olantera, C. Soos, J. Troska, CERN, Switzerland       

  S. Kwan and A. Prosser, Fermilab, USA  

  A. Xiang and J. Ye, Southern Methodist University, Dallas TX, USA  

  T. Huffman and T. Weidberg, University of Oxford, United Kingdom 

     

Version:   2.7  

Date:   6/1/2017  

Versatile Link 

• The Phase-1 Versatile Link: first general front-end optical link solution 
(4.8 Gb/s, 10 kGy) 
• Combines fast control and slow control (downlink), 
as well as DAQ (uplink) 

• Pair of front-end ASICs (GBT and GBT-SCA) and front-end optics, 
plus selection guides and application notes 
for implementation with COTS back-end optics

Getting the data off the detector
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for implementation with COTS back-end optics

• Phase-2 (i.e., HL-LHC) brings the Versatile Link+ 
• Supercharged performance: 

2.56 Gb/s downlink, 10.24 Gb/s uplink, 1 MGy TID  
• Front-end ASIC (lpGBT) and optics (VTRX+), 

plus validated commercial back-end optics 
• Unique challenge: 

Pairing custom and commercial components over the full front-end lifetime
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• Next-generation R&D is already ongoing 
Demonstrator ASIC (DART28) driving Silicon Photonics for a 100Gb/s radiation tolerant front-end link 
Target: compatible with COTS back-end solutions
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Getting the data off the detector

• Next-generation R&D is already ongoing 
Demonstrator ASIC (DART28) driving Silicon Photonics for a 100Gb/s radiation tolerant front-end link 
Target: compatible with COTS back-end solutions

The enormous growth in performance of these optical serial links was made possible by the 
adoption of industry tools and techniques, and their adaptation to our specific use case. 

HEP communications ASICs and on-detector optics are nowadays developed by dedicated 
collaborations of specialists in institutes and universities, 

developing common components and giving support to users. 
Small-scale link developments are no longer viable.
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Zoom on the back-end
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• Originally, LHC off-detector electronics were predominantly VME (6U and 9U), and some CompactPCI 

• Boards were relatively sparsely populated 

• Layout dominated by peripherals 

• The Phase-1 upgrade saw a trend towards MicroTCA 

• Significant increase in logic density and component miniaturisation made smaller boards possible 

• Access to peripherals became a challenge 

• The Phase-2 upgrade  introduced ATCA as crate system 

• Larger boards, and more power per slot 

• However: modern FPGAs require multiple supply voltages, 
high-speed lanes introduce routing constraints 

• Board design has become a multi-faceted engineering challenge 
→ Powering, cooling, airflow, noise, vibration, plus the actual electronics part… 

• ATCA has actually already gone out of fashion in the TelCo industry 
(and higher link speeds have rendered the backplane obsolete) 
 
 

The back-end environment throughout the years

14U 14-slot ATCA Shelf
User Manual

Product Number:
11990-190/192

Doc-No: 63972-374_R1.0 October 2018
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• VME was likely the last standard that was adopted `CERN-wide’ 

• HEP experiments don’t profit from most of the advanced features of these standards
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• Only CMS adopted ATCA for all Phase-2 back-end, 
read-out, and L1 trigger boards 

• ATLAS uses ATCA for L1 trigger 

• ALICE, ATLAS, and LHCb all developed back-ends 
that live in the DAQ read-out/builder unit 

• Closest integration with COTS hardware so far 

• May be the best fit for a crate-less future approach

The back-end — Some out-of-the-crate thinking

PCIe40, Arria10FELIX, Versal Premium

APOLLO, dual VU13P

10



• State-of-the-art hardware development for trigger-DAQ has outgrown the traditional 
HEP development model where single institutes deliver an ASIC/board 

• Modern FPGAs require more and more care in powering, decoupling, signal routing 

• High-speed serial links require more and more specialist design, routing, and even testing 

• High power and signal density requires dedicated PCB design experise 

• Many components (incl. the PCBs) have become `almost too expensive to prototype’ 
→ Split design into functional parts for prototyping/proof-of-principle 
(Makes for easier sharing too.) 

• Board development (e.g., Apollo, FELIX, PCIe40, Serenity) nowadays often done by 
consortia of universities and institutes 

• Expert groups can focus on aspects of functional design, interfaces, mechanics, cooling, etc. 

• Requires a change in focus when presenting our contributions to our funding agencies 

The collaborative back-end
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• ALICE and LHCb 

• Standardised on a single hardware device 

• Customised this with detector-specific firmware 
embedded in a common framework 

• ATLAS 

• Chose a single hardware device 

• Customised this with flexible configuration 

• CMS 

• Chose a hardware form factor, and allowed detector-
specific back-end hardware implementations 

• Delivers common firmware for all central interfaces

Back-end firmware design choices
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Figure 3. FELIX firmware modules and connectivity

frame at 40.08 MHz, however the actual user bandwidth is 3.2 Gb/s since the payload length is 80
bits. The remaining 40 bits are reserved for the forward error correction, a frame identifier and
the slow control for GBTx ASIC [14] and GBT-SCA [15]. The data frames are encoded/decoded
in the GBT logic block and split into 20 bits at 240.48 MHz for input to the GTH interface. To
ensure fixed latency performance the reference clocks for the GBT wrapper design are phase-
synchronous to the clock recovered from the TTCfx. In addition, crossing clock domains within
the FPGA on the path to/from the transceivers is not allowed. The GBT wrapper, like all
SERDES units in modern FPGAs, is based upon 8b10b encoding with FIFO buffers. To obtain
lower latency the GBT wrapper bypasses the internal FIFO and manually controls the gearbox
and frame alignment portions of the SERDES block of the FPGA. For the optimization more
details can be found in Ref. [16]

The Central Router routes the data packets between the GBT interface and the PCIe DMA
engine with respect to an e-link configuration selected by user. E-link is a logical collection of
bits in which the data packet is serialized. The possible e-link data widths are 2, 4, 8 and 16
bits. A 120 bit wide data frame from the GBT interface is made up of e-links and each e-link
is connected to a dedicated 2 kB FIFO. The Central Router has dedicated data managers on
both sides to handle the data depending on its direction. Data received from each GBT link is
read by a data manager interfacing with the GBT wrapper in the 120 bit wide data frame at
40.08 MHz. The e-link processor (e-link proc) stacks data packets in the 2 kB FIFO at 40.08
MHz until it is filled to 1 kB. A trailer which carries the definition of the packet is added when
the packets are written to the FIFO. Under the control of the data manager interfacing with
the PCIe engine the data in a 256 bit-wide buffer are multiplexed to another FIFO with the
same width connected to the PCIe interface. The Central Router passes the trigger information
from the TTC decoder to the GBT interface. The Central Router identifies BUSY conditions
for each e-link as they arrive and sends a bit-map of BUSY states to the TTC decoder block.

The PCIe DMA engine, Wupper [17], provides the data path between the Central Router and
the Xilinx PCIe Gen3 hard block. Wupper provides a FIFO that has the same width (256 bits)
as the Xilinx AXI4-Stream interface and runs at 250 MHz, thus the maximum throughput is 64
Gb/s. Wupper handles a set of DMA descriptors, with an address, a read/write flag, the transfer
size and an enable line, which are mapped as normal PCIe memory or IO registers. Transactions
to/from the server PC are controlled by looking at the address and transfer direction defined in
the DMA descriptors. A status register in each DMA descriptor is used by software to detect
the pending or processed requests.

A TTC decoder receives the serial bit stream and 160.32 MHz of clock out of an ADN2814 in
the TTCfx. The logic decodes the serial bit stream into two interleaved data streams at 40.08
MHz, each of which carries the first level accept and the serialized commands. The decoding of
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Figure 2.1: Layout of the CMS Phase-2 DAQ. The experiment and front-end electronics are lo-
cated in the underground experimental cavern (UXC). The back-end electronics crates includ-
ing the DAQ equipment are located in the underground service cavern (USC). The DAQ links
(D2S) connect the USC to the surface complex (SCX) where the DAQ data center is located. A
|X| symbol indicates a switched network.

will use a special time-compensated link protocol (TCLink, [21]) evolved from the lpGBT [22]
protocol. More information about the architecture and features of the TCDS2 system can be
found in Chapter 5. In order to support sub-detectors with larger throughput per crate, an-
other ATCA board, the DAQ-800, without the TCDS2 functionality, but with twice as many in-
puts and double throughput, will also be developed. A prototype of the DTH-400 board, with
full functionality but reduced connectivity, has been produced [23]. It has been distributed to
sub-systems, together with first versions of the firmware necessary to implement the DAQ and
TCDS2 interface in the respective back-end boards.

Slightly under one thousand D2S links are necessary. This is estimated from the number of
DTH-400 and DAQ-800 boards required per crate, the throughput per crate based on projec-
tions of the sub-event size by sub-detectors, and the total number of crates per sub-detector.
This estimate is discussed in detail in Section 4.7.

The Data Concentration Network switch fabric requires a large number of 200 or 400 Gb/s ports
with sufficient total aggregate throughput to concentrate the inputs from about one thousand
100 Gb/s ports with utilization varying from 10 to 90 %. The 100 Gb/s ports must support 100-
GBASE-CWDM4 for the D2S links. The choice of one or the other link speed for the output
ports will be dictated by the cost and the actual availability of network interfaces and servers
capable of handling ⇡ 1 Tb/s of concurrent I/O.

A 400 Gb/s RoCE-based event builder will in practice require servers that support the next
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• FPGAs used to scale predictably: 

• More of the same blocks 

• Faster I/O 

→ Facilitated design evolution

Artix-7 FPGA Architecture Overview   

© Copyright 2013 Xilinx 7-Series Architecture Overview 11-9 

Back-ends become (pre)processors?

Arria V Artix 7
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• FPGAs used to scale predictably: 

• More of the same blocks 

• Faster I/O 

→ Facilitated design evolution

• FPGAs used to scale predictably: 

• More of the same blocks 

• Faster I/O 

→ Facilitated design evolution 

• FPGA have now become `Adaptive SoCs’ 

• Have to learn how to best use these for HEP purposes 

• Data reduction? Data reformatting? 
→ Will have effects on both trigger and DAQ

Back-ends become (pre)processors?
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Focus on the future
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ECFA DRD7: electronics and on-detector processing 

• Some topics directly influence DAQ design 

• Others indirectly affect the trigger-DAQ architecture

The global trigger-DAQ strategy may be about to change
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Figure 7.1: Schematic timeline of categories of electronics together with DRDTs and
R&D tasks. The colour coding is linked not to the intensity of the required e↵ort but
to the potential impact on the physics programme of the experiment: Must happen or
main physics goals cannot be met (red, largest dot); Important to meet several physics
goals (orange, large dot); Desirable to enhance physics reach (yellow, medium dot); R&D
needs being met (green, small dot); No further R&D required or not applicable (blank).

reduce pixel pitch and increase functionality. These industrial advances can provide
the means to enhance or even revolutionise the performance of future detector readout
ASICs and their interconnection to high granularity detectors.

Commercial communications and data processing technologies continue to evolve
rapidly. Optical links are now ubiquitous in homes, o�ces and data centres and enable
massive data transfers across the globe. Data-processing technologies are using increas-
ingly specialised co-processing, stream-processing, and multi-processing architectures,
as opposed to more powerful single devices. The di�culty in HEP will be in keeping
pace with these extremely complex new developments, which unlike today’s FPGAs are
largely proprietary and not typically available for use in custom developments.

These considerations feed into a number of recommendations discussed in Chap-
ter 10, while the technical R&D themes are detailed later in this section and summarised
in Chapter 11. As discussed below, for the timeline illustrated in Figure 11.1 R&D on
DRDT 7.1, DRDT 7.2, DRDT 7.3, and DRDT 7.5 is essential to realising the facilities
listed in Figure 3 and Figure 4 of the Introduction, all the way through to the FCC-
hh/muon collider era. For DRDT 7.4 there is the particular challenge of the two orders
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reduce pixel pitch and increase functionality. These industrial advances can provide
the means to enhance or even revolutionise the performance of future detector readout
ASICs and their interconnection to high granularity detectors.

Commercial communications and data processing technologies continue to evolve
rapidly. Optical links are now ubiquitous in homes, o�ces and data centres and enable
massive data transfers across the globe. Data-processing technologies are using increas-
ingly specialised co-processing, stream-processing, and multi-processing architectures,
as opposed to more powerful single devices. The di�culty in HEP will be in keeping
pace with these extremely complex new developments, which unlike today’s FPGAs are
largely proprietary and not typically available for use in custom developments.

These considerations feed into a number of recommendations discussed in Chap-
ter 10, while the technical R&D themes are detailed later in this section and summarised
in Chapter 11. As discussed below, for the timeline illustrated in Figure 11.1 R&D on
DRDT 7.1, DRDT 7.2, DRDT 7.3, and DRDT 7.5 is essential to realising the facilities
listed in Figure 3 and Figure 4 of the Introduction, all the way through to the FCC-
hh/muon collider era. For DRDT 7.4 there is the particular challenge of the two orders
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reduce pixel pitch and increase functionality. These industrial advances can provide
the means to enhance or even revolutionise the performance of future detector readout
ASICs and their interconnection to high granularity detectors.

Commercial communications and data processing technologies continue to evolve
rapidly. Optical links are now ubiquitous in homes, o�ces and data centres and enable
massive data transfers across the globe. Data-processing technologies are using increas-
ingly specialised co-processing, stream-processing, and multi-processing architectures,
as opposed to more powerful single devices. The di�culty in HEP will be in keeping
pace with these extremely complex new developments, which unlike today’s FPGAs are
largely proprietary and not typically available for use in custom developments.

These considerations feed into a number of recommendations discussed in Chap-
ter 10, while the technical R&D themes are detailed later in this section and summarised
in Chapter 11. As discussed below, for the timeline illustrated in Figure 11.1 R&D on
DRDT 7.1, DRDT 7.2, DRDT 7.3, and DRDT 7.5 is essential to realising the facilities
listed in Figure 3 and Figure 4 of the Introduction, all the way through to the FCC-
hh/muon collider era. For DRDT 7.4 there is the particular challenge of the two orders
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• Programmable front-ends could trigger a paradigm change: 
process data at the front-end 
→ reduce amount of data to be moved, and optimise for read-out 

• Adopt and adapt (existing and emerging) industry standards and 
techniques 

• Study effective use of new technologies in back-ends 
(SoCs, silicon photonics, GPUs, FPGAs as accelerators) 
→ reduce amount of data to be moved 

• Maybe no longer need for a (custom) back-end at all? 
Connect front-ends directly to COTS hardware, using standard 
protocols 

• The next logical step after the PCIe40 and the FELIX? 

• May require separating slow control from trigger-DAQ again 

• DUNE are going in this direction, important proving ground
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reduce pixel pitch and increase functionality. These industrial advances can provide
the means to enhance or even revolutionise the performance of future detector readout
ASICs and their interconnection to high granularity detectors.

Commercial communications and data processing technologies continue to evolve
rapidly. Optical links are now ubiquitous in homes, o�ces and data centres and enable
massive data transfers across the globe. Data-processing technologies are using increas-
ingly specialised co-processing, stream-processing, and multi-processing architectures,
as opposed to more powerful single devices. The di�culty in HEP will be in keeping
pace with these extremely complex new developments, which unlike today’s FPGAs are
largely proprietary and not typically available for use in custom developments.

These considerations feed into a number of recommendations discussed in Chap-
ter 10, while the technical R&D themes are detailed later in this section and summarised
in Chapter 11. As discussed below, for the timeline illustrated in Figure 11.1 R&D on
DRDT 7.1, DRDT 7.2, DRDT 7.3, and DRDT 7.5 is essential to realising the facilities
listed in Figure 3 and Figure 4 of the Introduction, all the way through to the FCC-
hh/muon collider era. For DRDT 7.4 there is the particular challenge of the two orders

ECFA DRD7: electronics and on-detector processing

16



HEP data in the DAQ network — there and back again?

Recent architecture example that optimise COTS hardware use 

• Functionally, data move from front-end, to back-
end, to read-out, to event building, to event filtering 

• If read-out, protocol translation, etc. is heavy, the 
presence of the readout-only node leads to 
unidirectional network use 

• If this load can be lightened (or if the processors 
improve faster than the network bandwidth) a 
folded approach uses the NICs more efficiently 
→ `half the network ports’ 

• Note that in both approaches the network settings 
can be fine-tuned, probably with varying results
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ALICE O2 turns the (annual) LHC duty-cycle into an advantage

Recent example that maximises the use of COTS  equipment

• The upgraded ALICE read-out uses only a single custom 
processing and read-out board: the Common Readout Unit (CRU/
PCIe40) 

• PCIe board, housed in COTS host, equipped with versatile 
firmware 

• COTS equipment handles all further stages of data acquisition 

• Finely-tuned, custom software orchestrates data-taking workflow 

• LHCb uses a similar approach, on an LHC fill-by-fill basis 
→ Use the inter-fills as asynchronous processing time 
→ May require redefining the meaning of ‘raw data’
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Food for thought
• No read-out revolution is necessary. Evolution is doing just fine. 

• COTS components are moving closer to on-detector (e.g., some muon systems already use FPGAs and SFPs) 

• Decreasing need for custom hardware 

• Increasing need for smart software and system design to optimise the use of COTS solutions 

• Some of the ECFA DRD7 projects have the potential to more radically change future detector read-out, as well as 
trigger-DAQ architectures 
• No more back-end? Configurable front-ends? Intelligent front-ends? 

• Or, can we make the smart NIC the next GPU? 

• Continued evolution of our trigger-DAQ systems for the benefit of physics would really profit from a more `holistic’ 
approach to detector design 
(e.g., ensure that increasing granularity ‘maps well’ to trigger requirements and read-out aggregation) 
This could be a great by-product of the recent ECFA DRD efforts
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Thank you for your interest
Questions and comments are welcome 

Now, or over coffee later
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Detector read-out has changed subtly

• Front-ends remain built around custom ASICs and links 

• Common component development optimises design and testing efforts, and maximises 
chances of success 

• Custom-to-COTS interoperability is a new challenge for every new technology generation 

• Back-ends remain custom hardware, based on COTS components 

• Recent development very closely integrates the custom hardware with COTS hosts 

• Event building is (and has been for a while) based on: 

• custom software, running on on COTS hardware, using standard interconnect technologies 

• Main challenge: keeping up with COTS developments, and effectively adopting/adapting 
those
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