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Four Top

• A very rare process in the SM 

•  ~13.4fb 

• Challenges in theory and experiment 

• Tests our understanding of high-mass QCD 

• Multitude of decay channels 

• Only recently passing the thresholds for Evidence and Observation  

• A probe for Top Yukawa, EFT measurements
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Rich Decay Landscape

• Same-Sign dilepton (SSDL) and multiplepton (3+, ML) 

• Most sensitive channels 

• Major backgrounds: ttZ, ttW, ttH 

• Opposite-Sign Dilepton (OSDL), Single Lepton (SL) 

• Major backgrounds: ttbb, ttjj (non-b), ttH 

• All Hadronic 

• Major backgrounds: QCD multijet, ttbb, ttjj

Link 

https://cms.cern/news/lhc-powerlifting-%E2%80%93-searching-simultaneous-production-four-times-most-massive-elementary
https://cms.cern/news/lhc-powerlifting-%E2%80%93-searching-simultaneous-production-four-times-most-massive-elementary
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Signal Theory Modeling
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II. NUMERICAL RESULTS

The phenomenological studies reported in this let-
ter are performed using the central member of the
LUXqed plus PDF4LHC15 nnlo 100 PDF set [72, 73] for
both the pure QCD results and the QCD + EW results.
This PDF set is based on the PDF4LHC15 PDF set [74–
77] and includes the photon content of the proton, needed
for the calculation of the EW corrections. We use the ↵s

value corresponding to the PDF set, take the mass of
the top quark mt = 172.5 GeV (unless stated otherwise)
and choose the central factorisation and renormalisation
scale µF,0 = µR,0 = 2mt. The theoretical uncertainty
is estimated by varying µR and µF using a 7-point scale
variation. To this end, we consider the minimal and max-
imum cross section values calculated for
✓

µR

µR,0
,
µF

µF,0

◆

7�point

2{(0.5, 0.5), (0.5, 1), (1, 0.5),

(1, 1), (1, 2), (2, 1), (2, 2)} . (20)

The fixed-order results are obtained using
aMC@NLO [26, 56]. Since our calculation con-
cerns pure QCD corrections, we present the LO and
NLO QCD results for comparison. However, our final
resummation-improved cross section incorporates the
NLO(QCD+EW) result, where the electroweak cor-
rections are included up to O(↵2) [28]. 2 We show
our results for N̄ resummation, but did confirm that
those for N -resummation show qualitatively the same
behaviour. We defer a detailed discussion of the subtle
di↵erences between N and N̄ resummation to an
upcoming publication [70].

In Fig. 1 we show the scale dependence of various
fixed-order and matched resummed results for �tt̄tt̄ un-
der the assumption µR = µF . While the NLL correc-
tions only moderately improve the scale dependence of
the NLO QCD cross section, the scale sensitivity of the
NLO+NLL0 result is dramatically reduced. NLL0 contri-
butions increase the �tt̄tt̄ predictions by 16% w.r.t. the
pure NLO QCD result, and by 15% w.r.t. the complete
NLO (QCD+EW) result, see the reported KNLL0 factors
in Table I. These corrections are more than twice the size
of the previously calculated complete EW e↵ects at NLO.

Next we examine the reduction of the theoretical er-
ror of the resummation-improved cross section using
the 7-point method. In Table I we quote the central
values of the NLO, NLO(QCD+EW), NLO+NLL0 and
NLO(QCD+EW)+NLL0 cross sections together with the
corresponding error due to scale variation. This informa-
tion is graphically represented in Fig. 2. We see that the
7-point method scale error gets smaller with increasing
accuracy of the calculations. Remarkably, the scale er-
ror of the NLO+NLL0 predictions is reduced compared
to NLO predictions by more than a factor of 2. Includ-
ing the PDF uncertainty of ±6.9%, our state-of-the-art

2
In the notation of Ref. [28], we include up to (N)LO3.

FIG. 1. Scale dependence of the pure QCD LO (gray
dashed), NLO (gray solid), LO+LL (purple dashed),
NLO+NLL (light-blue dash-dotted), NLO+NLL0 (blue solid)
and NLO(QCD+EW)+NLL0 (dark-blue solid) cross sections
at

p
s = 13 TeV, obtained by varying µ = µR = µF with a

factor of 2 around the central scale of µ0 = 2mt.

FIG. 2. Predictions for the total pp ! tt̄tt̄ cross section atp
s = 13 TeV for fixed-order calculations and resummation-

improved results, obtained using the 7-point scale variation
as indicated in Eq. (20).

predictions for
p
s = 13 TeV and mt = 172.5 GeV read

�
NLO(QCD+EW)+NLL

0

tt̄tt̄ = 13.37(2)+0.48
�1.52(scale)± 0.92(pdf) fb,

or, adding the two theoretical errors in quadrature

�
NLO(QCD+EW)+NLL

0

tt̄tt̄ = 13.37(2)+1.04
�1.78 fb. (21)
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https://link.springer.com/article/10.1007/JHEP02(2018)031
https://doi.org/10.1103/PhysRevLett.131.211901
https://conference.ippp.dur.ac.uk/event/925/contributions/5705/attachments/4531/5578/top_conference_durham_sep2022.pdf
https://conference.ippp.dur.ac.uk/event/925/contributions/5705/attachments/4531/5578/top_conference_durham_sep2022.pdf
https://link.springer.com/article/10.1007/JHEP02(2018)031
https://doi.org/10.1103/PhysRevLett.131.211901
https://conference.ippp.dur.ac.uk/event/925/contributions/5705/attachments/4531/5578/top_conference_durham_sep2022.pdf
https://conference.ippp.dur.ac.uk/event/925/contributions/5705/attachments/4531/5578/top_conference_durham_sep2022.pdf
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•  ~ 12fb @ NLO (QCD + EWK) 

• Large EWK Corrections: JHEP02 (2018) 031
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https://link.springer.com/article/10.1007/JHEP02(2018)031
https://doi.org/10.1103/PhysRevLett.131.211901
https://conference.ippp.dur.ac.uk/event/925/contributions/5705/attachments/4531/5578/top_conference_durham_sep2022.pdf
https://conference.ippp.dur.ac.uk/event/925/contributions/5705/attachments/4531/5578/top_conference_durham_sep2022.pdf
https://link.springer.com/article/10.1007/JHEP02(2018)031
https://doi.org/10.1103/PhysRevLett.131.211901
https://conference.ippp.dur.ac.uk/event/925/contributions/5705/attachments/4531/5578/top_conference_durham_sep2022.pdf
https://conference.ippp.dur.ac.uk/event/925/contributions/5705/attachments/4531/5578/top_conference_durham_sep2022.pdf
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•  ~ 12fb @ NLO (QCD + EWK) 

• Large EWK Corrections: JHEP02 (2018) 031
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•  ~13.4fb @ NLO (QCD + EWK) + NLL’ 

• Phys Rev Lett. 131 (2023) 211901 (see Melissa van 
Beekveld's talk at TOP2022)
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https://conference.ippp.dur.ac.uk/event/925/contributions/5705/attachments/4531/5578/top_conference_durham_sep2022.pdf
https://conference.ippp.dur.ac.uk/event/925/contributions/5705/attachments/4531/5578/top_conference_durham_sep2022.pdf
https://link.springer.com/article/10.1007/JHEP02(2018)031
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https://conference.ippp.dur.ac.uk/event/925/contributions/5705/attachments/4531/5578/top_conference_durham_sep2022.pdf
https://conference.ippp.dur.ac.uk/event/925/contributions/5705/attachments/4531/5578/top_conference_durham_sep2022.pdf
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Background Modeling and Experimental
Link

https://twiki.cern.ch/twiki/bin/view/CMSPublic/PhysicsResultsTOPSummaryFigures
https://twiki.cern.ch/twiki/bin/view/CMSPublic/PhysicsResultsTOPSummaryFigures
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• Heavy Flavor production (ttbb) 

• Underestimated in simulation 

• See Luisa's talk
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• HT (significantly reduces lower-mass backgrounds) [JES/R] 

• b-tagging is central to isolating signal events

• Subdivide into various regions (usually via the jet and b tag mult.)

• Perform simultaneous binned maximum likelihood fit of HT or an MVA Classifier across 
Signal Regions (SRs) and Control Regions (CRs)



Nick Manganelli

Evidence (ATLAS) - Run II (2015-18)

• SL + OSDL + SSDL + ML 

• BDT Event Classifiers

7

Eur. Phys. J. C 80 (2020) 1085JHEP 11 (2021) 118

https://link.springer.com/article/10.1140/epjc/s10052-020-08509-3
https://link.springer.com/article/10.1140/epjc/s10052-020-08509-3
https://doi.org/10.1007/JHEP11(2021)118
https://doi.org/10.1007/JHEP11(2021)118


Nick Manganelli

Evidence (ATLAS) - Run II (2015-18)

• SL + OSDL + SSDL + ML 

• BDT Event Classifiers

7

Eur. Phys. J. C 80 (2020) 1085JHEP 11 (2021) 118

https://link.springer.com/article/10.1140/epjc/s10052-020-08509-3
https://link.springer.com/article/10.1140/epjc/s10052-020-08509-3
https://doi.org/10.1007/JHEP11(2021)118
https://doi.org/10.1007/JHEP11(2021)118


Nick Manganelli

Evidence (ATLAS) - Run II (2015-18)

• SL + OSDL + SSDL + ML 

• BDT Event Classifiers

7

Eur. Phys. J. C 80 (2020) 1085JHEP 11 (2021) 118

https://link.springer.com/article/10.1140/epjc/s10052-020-08509-3
https://link.springer.com/article/10.1140/epjc/s10052-020-08509-3
https://doi.org/10.1007/JHEP11(2021)118
https://doi.org/10.1007/JHEP11(2021)118


Nick Manganelli

Evidence (ATLAS) - Run II (2015-18)

• SL + OSDL + SSDL + ML 

• BDT Event Classifiers

7

Eur. Phys. J. C 80 (2020) 1085

BDT 
cut

JHEP 11 (2021) 118

https://link.springer.com/article/10.1140/epjc/s10052-020-08509-3
https://link.springer.com/article/10.1140/epjc/s10052-020-08509-3
https://doi.org/10.1007/JHEP11(2021)118
https://doi.org/10.1007/JHEP11(2021)118


Nick Manganelli

Evidence (ATLAS) - Run II (2015-18)

• SL + OSDL + SSDL + ML 

• BDT Event Classifiers

7

Eur. Phys. J. C 80 (2020) 1085

BDT 
cut

JHEP 11 (2021) 1182.5− 2− 1.5− 1− 0.5−

(S/B)
10

log

1
1.2
1.4
1.6

D
a

ta
 /

 B
kg

.

=1.0) + Bkg.µsignal (

=2.2) + Bkg.
fit

µsignal (

210

310

410

510

E
ve

n
ts

Data

=1.0)µsignal (

=2.2)
fit

µsignal (

Background

Bkg. Unc.

ATLAS
-1 = 13 TeV, 139 fbs

1L/2LOS
Post-Fit

Figure 10: Observed and expected event yields as a function of log10 ((/⌫), where ( and ⌫ are the post-fit signal and
total background yields, respectively. The bins in all fitted regions are ordered and grouped in bins of log10 ((/⌫).
The signal is shown for both the best-fit signal strength, ` = 2.2, and the SM prediction, ` = 1.0. The lower panel
shows the ratio of the data to the post-fit background prediction, compared with the signal-plus-background prediction
with the best-fit signal strength and the SM prediction. The shaded band represents the total uncertainty in the
background prediction.
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Fig. 4 Observed yields in the control and signal regions for the cut-
based (upper) and BDT (lower) analyses, compared to the post-fit pre-
dictions for signal and background processes. The hatched areas repre-
sent the total post-fit uncertainties in the signal and background predic-
tions. The lower panels show the ratios of the observed event yield to
the total prediction of signal plus background

hypothesis are obtained from a profile maximum-likelihood
fit, in which the parameter of interest is σ (pp → tt tt) and
all nuisance parameters are profiled, following the proce-
dures described in Refs. [22,67]. In addition, an upper limit
at 95% confidence level (CL) is set on σ (pp → tt tt) using
the modified frequentist CLs criterion [68,69], with the pro-
file likelihood ratio test statistic and asymptotic approxima-
tion [70]. We verified the consistency between the asymptotic
and fully toy-based methods. Alternatively, by considering
the SM, including the tt tt process with the SM cross section
and uncertainty [1], as the null hypothesis, the fit provides
cross section upper limits on BSM processes with new scalar
and pseudoscalar particles, as discussed in Sect. 8.

The values and uncertainties of most nuisance parameters
are unchanged by the fit, but the ones significantly affected

include those corresponding to the tt W and tt Z normal-
izations, which are both scaled by 1.3 ± 0.2 by the fit, in
agreement with the ATLAS and CMS measurements of these
processes [71–73]. The predicted yields after the maximum-
likelihood fit (post-fit) are compared to data in Fig. 4 for
the cut-based (upper) and BDT (lower) analyses, where the
fitted tt tt signal contribution is added to the background pre-
dictions. The corresponding yields are shown in Tables 3 and
4 for the cut-based and BDT analysis, respectively.

The tt tt cross section and the 68% CL interval is measured
to be 9.4+6.2

−5.6 fb in the cut-based analysis, and 12.6+5.8
−5.2 fb in

the BDT analysis. Relative to the background-only hypoth-
esis, the observed and expected significances are 1.7 and 2.5
standard deviations, respectively, for the cut-based analysis,
and 2.6 and 2.7 standard deviations for the BDT analysis.
The observed 95% CL upper limits on the cross section are
20.0 fb in the cut-based and 22.5 fb in the BDT analyses. The
corresponding expected upper limits on the tt tt cross section,
assuming no SM tt tt contribution to the data, are 9.4+4.3

−2.9 fb
(cut-based) and 8.5+3.9

−2.6 fb (BDT), a significant improvement
relative to the value of 20.8+11.2

−6.9 fb of Ref. [27]. The BDT
and cut-based observed results were found to be statistically
compatible by using correlated toy pseudo-data sets. We con-
sider the BDT analysis as the primary result of this paper, as
it provides a higher expected measurement precision, and use
the results from it for further interpretations in the following
section.

8 Interpretations

This analysis is used to constrain SM parameters, as well as
production of BSM particles and operators that can affect the
tt tt production rate. The existence of tt tt Feynman diagrams
with virtual Higgs bosons allows interpreting the upper limit
on σ (pp → tt tt) as a constraint on the Yukawa coupling,
yt, between the top quark and the Higgs boson [2,3]. Simi-
larly, the measurement can be interpreted as a constraint on
the Higgs boson oblique parameter Ĥ , defined as the Wilson
coefficient of the dimension-six BSM operator modifying
the Higgs boson propagator [11]. More generically, Feyn-
man diagrams where the virtual Higgs boson is replaced by
a virtual BSM scalar (φ) or vector (Z′) particle with mass
smaller than twice the top quark mass (m < 2mt), are used
to interpret the result as a constraint on the couplings of such
new particles [9]. In addition, new particles with m > 2mt,
such as a heavy scalar (H) or pseudoscalar (A), can be pro-
duced on-shell in association with top quarks. They can sub-
sequently decay into top quark pairs, generating final states
with three or four top quarks. Constraints on the production
of such heavy particles can be interpreted in terms of 2HDM
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Fig. 4 Observed yields in the control and signal regions for the cut-
based (upper) and BDT (lower) analyses, compared to the post-fit pre-
dictions for signal and background processes. The hatched areas repre-
sent the total post-fit uncertainties in the signal and background predic-
tions. The lower panels show the ratios of the observed event yield to
the total prediction of signal plus background

hypothesis are obtained from a profile maximum-likelihood
fit, in which the parameter of interest is σ (pp → tt tt) and
all nuisance parameters are profiled, following the proce-
dures described in Refs. [22,67]. In addition, an upper limit
at 95% confidence level (CL) is set on σ (pp → tt tt) using
the modified frequentist CLs criterion [68,69], with the pro-
file likelihood ratio test statistic and asymptotic approxima-
tion [70]. We verified the consistency between the asymptotic
and fully toy-based methods. Alternatively, by considering
the SM, including the tt tt process with the SM cross section
and uncertainty [1], as the null hypothesis, the fit provides
cross section upper limits on BSM processes with new scalar
and pseudoscalar particles, as discussed in Sect. 8.

The values and uncertainties of most nuisance parameters
are unchanged by the fit, but the ones significantly affected

include those corresponding to the tt W and tt Z normal-
izations, which are both scaled by 1.3 ± 0.2 by the fit, in
agreement with the ATLAS and CMS measurements of these
processes [71–73]. The predicted yields after the maximum-
likelihood fit (post-fit) are compared to data in Fig. 4 for
the cut-based (upper) and BDT (lower) analyses, where the
fitted tt tt signal contribution is added to the background pre-
dictions. The corresponding yields are shown in Tables 3 and
4 for the cut-based and BDT analysis, respectively.

The tt tt cross section and the 68% CL interval is measured
to be 9.4+6.2

−5.6 fb in the cut-based analysis, and 12.6+5.8
−5.2 fb in

the BDT analysis. Relative to the background-only hypoth-
esis, the observed and expected significances are 1.7 and 2.5
standard deviations, respectively, for the cut-based analysis,
and 2.6 and 2.7 standard deviations for the BDT analysis.
The observed 95% CL upper limits on the cross section are
20.0 fb in the cut-based and 22.5 fb in the BDT analyses. The
corresponding expected upper limits on the tt tt cross section,
assuming no SM tt tt contribution to the data, are 9.4+4.3

−2.9 fb
(cut-based) and 8.5+3.9

−2.6 fb (BDT), a significant improvement
relative to the value of 20.8+11.2

−6.9 fb of Ref. [27]. The BDT
and cut-based observed results were found to be statistically
compatible by using correlated toy pseudo-data sets. We con-
sider the BDT analysis as the primary result of this paper, as
it provides a higher expected measurement precision, and use
the results from it for further interpretations in the following
section.

8 Interpretations

This analysis is used to constrain SM parameters, as well as
production of BSM particles and operators that can affect the
tt tt production rate. The existence of tt tt Feynman diagrams
with virtual Higgs bosons allows interpreting the upper limit
on σ (pp → tt tt) as a constraint on the Yukawa coupling,
yt, between the top quark and the Higgs boson [2,3]. Simi-
larly, the measurement can be interpreted as a constraint on
the Higgs boson oblique parameter Ĥ , defined as the Wilson
coefficient of the dimension-six BSM operator modifying
the Higgs boson propagator [11]. More generically, Feyn-
man diagrams where the virtual Higgs boson is replaced by
a virtual BSM scalar (φ) or vector (Z′) particle with mass
smaller than twice the top quark mass (m < 2mt), are used
to interpret the result as a constraint on the couplings of such
new particles [9]. In addition, new particles with m > 2mt,
such as a heavy scalar (H) or pseudoscalar (A), can be pro-
duced on-shell in association with top quarks. They can sub-
sequently decay into top quark pairs, generating final states
with three or four top quarks. Constraints on the production
of such heavy particles can be interpreted in terms of 2HDM
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Figure 16: b-jet identification efficiency versus light-jet misidentification rate compared between DeepJet and DeepCSV 
algorithms in the 2018 era for jets in QCD events (left) and TTToHadronic events (right). Shown are the efficiencies after SF 
application to match the efficiencies in data. Only jets with pT ≥ 30 GeV are considered.
A gain in performance for the DeepJet tagger w.r.t. to the DeepCSV tagger is evident.

Shape calibration: Tagger comparison 2018

Reconstruction Improvements Key to Observation

9Figure 9: The light-flavour jet and 2-jet rejection factors as a function of Y1 for the high-level 1-taggers MV2c10,
DL1, and DL1r. The lower two panels show the ratio of the light-flavour jet rejection and the 2-jet rejection of the
algorithms to MV2c10. The statistical uncertainties of the rejection factors are calculated using binomial uncertainties
and are indicated as coloured bands.

needs of a given analysis of the LHC data. In Figure 10, the background rejection achieved at a fixed
1-tagging efficiency of 77% is shown in bins of jet ?T; this fixed-efficiency is obtained by choosing the
appropriate 1-tagging discriminant requirement in each ?T bin.

Figures 11 and 12 show the Y1 values and background rejection factors for jets from simulated SM CC̄

and flattened /
0 samples, respectively, in bins of jet ?T; several high-level 1-taggers are compared at the

77% operating point. DL1r performs significantly better than previous ATLAS 1-taggers across a broad
range of jet ?T, although some common patterns are worth noting: (1) the around ?T ⇡ 175 GeV and
falls with ?T above this point, and (2) the light-flavour jet rejection falls until about 1 TeV, above which it
is approximately constant. However, while MV2c10 maintains a nearly flat 2-jet rejection versus jet ?T,
the DL1 and DL1r rejection factors improve with ?T. The enhanced performance for highly energetic jets
has yielded substantially stronger tests of the Standard Model with the ATLAS data. For example, recent
searches for new resonances decaying into 11̄ pairs using the DL1r 1-tagger achieved about a factor of
3 stronger limits on new narrow resonances decaying into 11̄ than predicted via luminosity-scaling of
previous results using MV2c10 [47].

Similarly, the 1-tagging efficiencies and background-jet rejection factors vary with the jet pseudorapidity
[, in large part due to the poorer track 30 and I0 resolutions at high |[ | [48]. Figure 13 shows Y1 and
the background-jet rejection as a function of jet [. The 1-tagging efficiency and 2-jet mis-tag rates are
higher for all compared high-level taggers in the central region than at high |[ |, in part due to inefficiency
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Fig. 3 Post-fit distribution for the difference between the number of
positive events and the number of negative events (N+ − N−) as a
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the SR. The uncertainties on the normalisation factors and on the t t̄W
modelling parameters are represented by the shaded band. The ratio of
the data to the total post-fit prediction is shown in the lower panel

• Events with a virtual photon (γ ∗) leading to an e+e−

pair where only one of the electrons is reconstructed
(Low mγ ∗ ).

Minor contributions to the fake/non-prompt background aris-
ing from events with a lepton originating from light-meson
decay or with a jet mis-identified as a lepton are determined
using simulated events.

As summarised in Table 2, the CRs labelled as CR HF e
and CR HF µ are defined to determine the normalisation of
the HF e and HF µ backgrounds, respectively. Similarly, the
CRs labelled as CR Mat. Conv. and CR Low mγ ∗ are defined
to determine the normalisation of Mat. Conv. and Low mγ ∗

backgrounds, respectively. Each region is designed to have a
dominant background component.

Figure 4 shows the distributions and event yields used in
the template method: the third-highest lepton pT and the
number of events. A good description of the data distribu-
tions by the fitted predictions is observed in all CRs.

5.3 Charge mis-assignment background

The QmisID background affects only the ee and eµ channels
of the 2LSS region, and is estimated using the same method

as in the previous analysis [19]. The probability for an elec-
tron to have its charge incorrectly assigned is estimated using
a data sample of Z → ee events requiring the invariant mass
of the electron pair to be within 10 GeV of the Z boson
mass and without any requirement on the charge of the two
electrons. The charge mis-assignment rate extracted from
the fraction of events with same-charge electrons within this
sample, is parameterised as a function of the electron trans-
verse momentum and pseudorapidity. The rate varies from
0.004% to 4% depending on the electron pT and |η|. The
expected number of events arising from the QmisID back-
ground is determined by applying the measured charge mis-
assignment rate to data events satisfying the requirements of
the kinematic selection of the 2LSS channel, except that the
two leptons are required to be of opposite charge.

6 Signal extraction and cross section measurement

The background composition of the SR is largely domi-
nated by the production of top-quark pairs in association with
bosons. A multivariate discriminant built with a Graph Neu-
ral Network (GNN) [87] is used to separate the t t̄ t t̄ signal
from the background using the graph_nets library from
TensorFlow [88]. From each event, a fully connected graph
is constructed with ‘nodes’, corresponding to reconstructed
jets, electrons, muons, and the missing transverse momen-
tum of the event. The features of each node include the four
momentum of the object, assumed to be massless,4 the jet
PCBT score, the lepton charge, and an integer labelling the
type of object represented by the node. The ‘edges’ between
nodes carry three features with information about the angu-
lar separation between the objects they connect. Additionally,
the jet multiplicity is treated as a ‘global’ feature. The nodes,
edges, global feature and the GNN hyperparameters are opti-
mised to maximise the integral under the receiver operating
characteristic curve of the GNN event classifier.

The GNN training is performed for events passing the SR
requirements. The LO t t̄ t t̄ simulated signal sample is used
in the training. The MC simulated samples, corresponding to
all background components, represent the background in the
training. The GNN discriminant is chosen as the observable
of the analysis to extract the t t̄ t t̄ signal. Figure 5 shows the
distribution of the GNN score in the signal region.

Following the strategy of the previous publication [19], a
BDT discriminant is also trained as a cross-check in the SR
by combining several input observables, of which the sum
of the four highest PCBT scores among all jets in the event
has the highest discriminating power. The separation power

4 The energy of each object is computed from the four momentum
assuming that its mass is zero. For jets, this avoids any dependence on
the jet mass calibration.
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• Next Four Top Searches 

• Enhanced 13.6 TeV Production (tt less) 

• Better: b-tagging, ML, BKG-estimation 

• Dedicated hadronic-tau analyses

Results for 13.6 TeV 

Melissa van Beekveld32
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• tttt Sensitive to both coupling strength and CP properties

• Complementary to extraction from ttH measurements

• Upper limit of 1.9 x SM in CMS

• Simultaneous fit of CP-odd/even in ATLAS

Melissa van Beekveld7

Why 4top? 
• Sensitive to the Yukawa coupling [1908.06463]

15

Top Yukawa

EPJC 83 (2024) 496
EPJC 84 (2024) 156

Phys. Lett. B 844 (2023) 138076
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Summary
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•  compatible with SM 

• But measured above expectation in many channels

σtttt

• Challenging phase space, where measurement of the major 
backgrounds are themselves frontier topics, and modeling is evolving 

• Exciting region for novel background-estimation techniques, ML 
event classifiers, simultaneous measurements, and seeing the 
benefit of improved reconstruction techniques 

• Overlap with ttbb, ttH, ttW, ttZ, ttt measurements/searches

• More data coming @ 13.6 TeV

• Rich potential for Yukawa and EFT extraction 

• See Jack's talk (Thursday, 10:18, ISEC Room 140)

https://indico.cern.ch/event/1253590/contributions/5838562/
https://indico.cern.ch/event/1253590/contributions/5838562/
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 EFT
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• tttt is sensitive to several Dim-6 contact operators in the EFT framework 

• CMS tttt search (2016 OSDL + SL) recasts tttt upper limit  

• ATLAS result parameterizes each GNN bin’s tttt contribution 

• Set 95% CL upper limit on coefficients of the 4 sensitive terms individually (3 set to SM 
= 0 for fit) 

• Dedicated EFT searches contain tttt-enriched Signal Regions JHEP 12 (2023) 068

| O1
QQ | O1

Qt | O1
tt | O8

Qt |

| 5.3 | 3.3 | 2.4 | 8.8 | (TeV)−2

JHEP 11 (2019) 082

EPJC 83 (2024) 496

https://doi.org/10.1007/JHEP12(2023)068
https://doi.org/10.1007/JHEP12(2023)068
https://link.springer.com/article/10.1007/JHEP11(2019)082
https://link.springer.com/article/10.1007/JHEP11(2019)082
http://dx.doi.org/10.1140/epjc/s10052-023-11573-0
http://dx.doi.org/10.1140/epjc/s10052-023-11573-0
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https://twiki.cern.ch/twiki/pub/CMSPublic/PhysicsResultsCombined/CMSCrossSectionSummaryBarChart.pdf
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Evidence (ATLAS)

Eur. Phys. J. C 80 (2020) 1085
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Evidence (ATLAS)
Table 3: The contribution from di�erent systematic uncertainties to the measured CC̄CC̄ production cross section,
f
C C̄ C C̄

, grouped into categories. For each uncertainty source, the fit is repeated with the corresponding group of
nuisance parameters fixed to their best-fit values, \̂\\. The contribution from each source, �f

C C̄ C C̄
, is then evaluated

by subtracting in quadrature the uncertainty in f
C C̄ C C̄

obtained in this fit from that of the full fit. The contributions
from individual groups are compared with the total systematic uncertainty and the statistical uncertainty. The total
systematic uncertainty is di�erent from the sum in quadrature of the di�erent groups due to correlations among
nuisance parameters in the fit.

Uncertainty source �f
C C̄ C C̄

[fb]

Signal Modelling

CC̄CC̄ modelling +8 �3

Background Modelling

CC̄+�11 modelling +8 �7
CC̄+�12 modelling +5 �4
CC̄+jets reweighting +4 �3
Other background modelling +4 �3
CC̄+light modelling +2 �2

Experimental

Jet energy scale and resolution +6 �4
1-tagging e�ciency and mis-tag rates +4 �3
MC statistical uncertainties +2 �2
Luminosity < 1
Other uncertainties < 1

Total systematic uncertainty +15 �12

Statistical uncertainty +8 �8

Total uncertainty +17 �15

it is the dominant irreducible background in the 1L/2LOS final state. Its estimation and the treatment of
relevant uncertainties is therefore di�erent in the two final states. The experimental uncertainties are treated
as fully correlated between the two final states since both analyses use the same reconstructed objects and
data set. Theoretical modelling uncertainties in the non-tt backgrounds and the CC̄CC̄ signal are also fully
correlated except for the normalisation of the CC̄, background, which is treated di�erently in the 1L/2LOS
and 2LSS/3L final states. In the latter, CC̄, is the most important background and its normalisation is a
free parameter of the fit, while in the former it is a small background and its normalisation is taken from
MC simulation with a large uncertainty motivated by the normalisation factor obtained in the 2LSS/3L
analysis. For this reason, the CC̄, normalisation is uncorrelated between the two final states. The systematic
uncertainties associated with the reducible backgrounds in the 2LSS/3L final state and uncertainties related
to the data-driven corrections to the CC̄+jets background in the 1L/2LOS final state are uncorrelated.

The CC̄CC̄ signal strength from the combination of the two final states is measured to be

` = 2.0 ± 0.4 (stat.) +0.7
�0.5 (syst.) = 2.0 +0.8

�0.6.
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orthogonal to 3bL and 3bH regions and are used to validate the background modelling in events enriched
in CC̄+�11.

Table 1: Summary of the 1-tagging requirements for the event categorisation. Events in each category must satisfy
all requirements listed in columns. #60%

1
, #70%

1
and #

85%
1

are defined as the numbers of 1-tagged jets obtained using
1-tagging operating points with average expected e�ciencies of 60%, 70% and 85%, respectively. The 3bL (3bH)
requirement selects events with lower (higher) purity of MC ‘truth’ 1-jets amongst the three jets tagged at the 70% OP.
The 3bV requirement is used to define the validation regions. The symbol ‘-’ indicates that no requirement is applied.

Name #
60%
1

#
70%
1

#
85%
1

2b - = 2 -
3bL  2 = 3 -
3bH = 3 = 3 = 3
3bV = 3 = 3 � 4
�4b (2LOS) - � 4 -
4b (1L) - = 4 -
�5b (1L) - � 5 -

Validation regions

Signal regions

Control regions

𝑡𝑡 ̅𝑡𝑡+jets kinematic reweighting regions

1L

7j 8j 9j ≥10j

2b

3bL

3bH

3bV

4b

≥5b

Figure 2: Schematic view of the event categories used to select analysis regions (signal, control, validation and tt+jets
reweighting regions) in the 1L channel (left) and 2LOS channel (right). The axes represent the jet multiplicity and
1-tagging requirements defined in Table 1. The 3bL (3bH) 1-tagging requirement selects events with lower (higher)
purity of MC ‘truth’ 1-jets amongst the three jets tagged at the 70% OP. The 3bV 1-tagging requirement is used to
define the validation regions. The regions in grey are not used in the analysis.

A total of 21 regions are used in the profile likelihood fit, with 12 regions in the 1L channel and 9 regions
in the 2LOS channel. They are defined by considering the regions with at least 8 (6) jets in the 1L (2LOS)
channel and satisfying the 3bL, 3bH or �4b requirements. Among these regions, the ones that have at least
10 (8) jets or have 9 (7) jets and satisfy the �4b requirement in the 1L (2LOS) channel are defined as the
signal regions. The rest of the fitted regions are defined as the control regions. A total of 6 validation
regions are also defined by considering the regions with at least 8 (6) jets in the 1L (2LOS) channel and
satisfying the 3bV requirement. The validation regions are not used in the fit and hence do not contribute
to the signal extraction. The largest signal contamination in the validation regions is expected to be 4.4%
in the (�8j, 3bV) region in the 2LOS channel. A test found that including these regions in the fit would
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Figure 4: The #jets and �
all
T distributions in the region with � 8 jets and � 3 1-jets in the 1L channel before (left)

and after (right) the flavour rescaling and the sequential kinematic reweighting. The band includes the total pre-fit
uncertainty of the MC prediction. The ratio of the data to the total MC expectation is shown in the lower panel. The
last bin in all distributions includes the overflow.
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Figure 5: Pre-fit comparison between data and prediction for the distributions of the sum of the pseudo-continuous
1-tagging score over the six jets with the highest score in the event for the 1L channel (left) and the 2LOS channel
(right) in the regions with � 3 1-jets and � 9 (7) jets in the 1L (2LOS) channel. The CC̄+jets background is corrected
using data. The band includes the total uncertainty of the pre-fit computation. The dashed red line shows the signal
distribution normalised to the background yield. The ratio of the data to the total pre-fit expectation is shown in the
lower panel. The last bin contains overflow events.

and resolution, as well as trigger, reconstruction, identification, and isolation e�ciencies. Uncertainties
in the modelling of jets are primarily related to their energy scale (JES) and resolution (JER). The JES
uncertainty is decomposed into a set of 30 uncorrelated components referred to as eigenvectors (EV), with
contributions from pile-up, jet flavour composition and single-particle response [76]. The JER uncertainty
is represented by nine components [77]. An uncertainty in the e�ciency to pass the JVT requirement
for suppressing pile-up jets is also considered [32]. The 1-tagging e�ciencies and mis-tagging rates are
measured in data using the same methods as those described in Refs. [34, 78, 79]. The uncertainties in
the 1-tagging calibration are determined separately for 1-jets, 2-jets and light-flavour jets. They account
for di�erences between data and simulation, depending on ?T for 1- and 2-jets, and on ?T and [ for
light-flavour jets, and are divided into 85 components (45 for 1-jets, 20 for 2-jets and 20 for light-flavour
jets). The ⇢

miss
T uncertainty due to a possible miscalibration of its soft-track component is derived from

data–MC comparisons of the ?T balance between the hard and soft ⇢miss
T components [37].

9.2 Signal modelling uncertainties

Various sources of modelling uncertainty are considered for the CC̄CC̄ signal. An uncertainty related to the
missing higher-order QCD corrections is estimated by varying the renormalisation (`r) and the factorisation
(`f) scales simultaneously by factors of 2.0 and 0.5 relative to the nominal value. The e�ect of the PDF
variations on the signal MC prediction was evaluated following the PDF4LHC prescription [80] and found
to be negligible. The uncertainty due to the choice of parton shower and hadronisation model is estimated

15
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• Novel application of an Extended ABCD Method combined with 
Autoregressive Flows (composition of normalizing flows) 

• EPJC 81 (2021) 643, arxiv:1804.00779, arXiv:2008.03636 

• Upcoming CMS Publication (CMS-MLG-23-004) 

• Neural Network learns to conditionally transform tt simulation 
source distribution to a target distribution 

• Trained autoregressively on the 5 control regions to map 
simulated tt distributions onto tt + QCD distributions using 
data 

• Method validated using shifted set of 5 VCRs + 1 VR 

• Simultaneously transforms multiple distributions (HT and event 
BDT)

All-Hadronic Background Estimation - ABCDnn
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See also: 
normalising flows in ttt 

https://link.springer.com/article/10.1140/epjc/s10052-021-09404-1
https://arxiv.org/pdf/1804.00779
https://doi.org/10.48550/arXiv.2008.03636
https://link.springer.com/article/10.1140/epjc/s10052-021-09404-1
https://arxiv.org/pdf/1804.00779
https://doi.org/10.48550/arXiv.2008.03636
https://indico.cern.ch/event/1351329/#16-normalising-flows-in-search
https://indico.cern.ch/event/1351329/#16-normalising-flows-in-search
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Evidence (CMS) 
OSDL

Phys. Lett. B 844 (2023) 138076

https://cms-results.web.cern.ch/cms-results/public-results/publications/TOP-21-005/
https://cms-results.web.cern.ch/cms-results/public-results/publications/TOP-21-005/
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Evidence (CMS) 
All-Hadronic
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Evidence (CMS) 
Semi-Leptonic
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Observation (CMS)
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Observation (CMS)
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Observation (ATLAS)

EPJC 83 (2024) 496

http://dx.doi.org/10.1140/epjc/s10052-023-11573-0
http://dx.doi.org/10.1140/epjc/s10052-023-11573-0
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Figure 8: Summary of CIs extracted from the likelihood fits described in Section 7. The WC 1s
(thick line) and 2s (thin line) CIs are shown for the case where the other WCs are profiled (in
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• Dedicated EFT Results contain tttt-enriched SRs 

• Simultaneously fit 26 Wilson Coeffficients + NPs
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Figure 7: Observed data and expected yields in the prefit (upper) and postfit (lower) scenarios.
All kinematic variables have been combined, resulting in distributions for the jet multiplicity
only. The postfit values are obtained by simultaneously fitting all 26 Wilson coefficients (WCs)
and the nuisance parameters (NPs). The lower panel contains the ratios of the observed yields
over the expected. The error bands are computed by propagating the uncertainties from the
WCs and NPs.
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Observation (ATLAS)


