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The what?

A Living Review of Machine Learning for Particle Physics

Modern machine learning techniques, including deep learning, is rapidly being applied, adapted, and developed for high energy physics. The goal
of this document is to provide a nearly comprehensive lst of citations for those developing and applying these approaches to experimental,

. .
A n O n _eX h a u S't I Ve) C O I ' I I ' l u n I'ty phenomenological, or theoretical analyses. As a living document, it will be updated as often as possible to incorporate the latest developments. A

list of proper (unchanging) reviews can be found within. Papers are grouped into a small set of topics to be as useful s possible. Suggestions are
‘most welcome.

driven website for papers

The purpose of this note is to collect references for modern machine learing as applied to particle physics. A minimal number of categories is
chosen in order to be as useful as possible. Note that papers may be referenced in more than one category. The fact that a paper is listed in

| M L -t | h this document does not endorse or validate its content - that s for the c y (and for p ) to decide. i , the
applying in particle physics
paper has been misclassified, or (c) a citation for a paper is not correct or if the journal information is now available. In order to be as useful as

possible, this document will continue to evolve so please check back before you write your next paper. If you find this review helpful, please
consider citing it using \cite(hepmllivingreview} in HEPML.bib.

A A This review was built with the help of the HEP-ML community, the INSPIRE REST AP, and the moderators Benjamin Nachman, Matthew
apers categorised into T

* Reviews

sections based on application

= Jet Substructure at the Large Hadron Collider: A Review of Recent Advances in Theory and Machine Learning [DOI]

= Deep Learning and its Application to LHC Physics [DOI]

a n d rT'] e‘t h O d * Machine Learning in High Energy Physics Community White Paper [DOI]

» Machine leaming at the energy and intensity frontiers of particle physics

= Machine learning and the physical sciences [DOI]
= Machine and Deep Learning Applications in Particle Physics [DOI]
» Modern Machine Learning and Particle Physics

Providing a reference point and iy s

» Artificial Intelligence and Machine Learning in Nuclear Physics

= Snowmass 2021 Computational Frontier CompF03 Topical Group Report: Machine Learning

bib file for the whole community -

= The Machine Learning Landscape of Top Taggers [DOI]

» Dealing with Nuisance Parameters using Machine Learning in High Energy Physics: a Review

» Graph neural networks in particle physics [DOl]
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To see if their paper has been included
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To get an overview of what's new
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To get one bib file to rule them all
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Who?

We are a diverse team covering all fields of HEP
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The goal of this document is to provide-d nearly comprehensive list of citations for those developing and applying these approaches to Classical papers
i iedl or ical analyses. As a living document, it will be updated as often as possible to incorporate Datasets
the latest A list of proper ing) reviews can be found within. Papers are grouped into a small set of topics to be Classification
as useful ssible. Suggestions are most welcome.
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What's new?

Updated with a new look

Recent publications
page

https://iml-wg.github.io/HEPML-LivingReview/
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ecent Publications

This is an automatically compiled list of papers which have been added to the living review that were made public within the
previous 4 months at the time of updating. This is not an exhaustive list of released papers, and is only able to find those which have
both year and month data provided in the bib reference.

September 2023

* Breaking Free with Al: The Deconfinement Transition

* CaloShowerGAN, a Generative Adversarial Networks model for fast calorimeter shower simulation
* Electron Energy Regression in the CMS High-Granularity Calorimeter Prototype

* Flows for Flows: Morphing one Dataset into another with Maximum Likelihood Estimation

« CaloClouds II: Ultra-Fast Geometry-Independent Highly-Granular Calorimeter Simulation

Unsupervised Machine Learning Techniques for Exploring Tropical Coamoeba, Brane Tilings and Seiberg Duality

« Application of the path optimization method to a discrete spin system

« A data-driven and model-agnostic approach to solving combinatorial assignment problems in searches for new physics
* LHC Study of Third-Generation Scalar Leptoquarks with Machine-Learned Likelihoods

« Neural Network Solutions of Bosonic Quantum Systems in One Dimension

« Accelerating Markov Chain Monte Carlo sampling with diffusion models

ML-Based Top Taggers: Performance, Uncertainty and Impact of Tower \& Tracker Data Integration

« Signal-to-noise improvement through neural network contour deformations for 3D SU(2) lattice gauge theory

August 2023

Table of contents
September 2023
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July 2023
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What can | do?

- Suggest features / new things

- Add papers via Pull Requests/

- Fill out the survey
- Give us input for restructuring (see extra slide)
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Contributi

To contribyfe to this project please either open an Issue with the details of the change you would like. If you have already discussed
j#h the maintainers or have contributed in the past you can also open a Pull Request.

Opening an Issue

You can open an Issue from the GitHub Issue tracker page. Before you open an Issue please search through both the closed and
open Issues to make sure that your Issue hasn't already been discussed or addressed in the past.

Pull Request Process

1. Create a fork of the project.

2. Create your Pull Request (PR) from your fork (see the FAQ below).
3. Verify that you have run make_md.py to update the README .

4. Ensure that the tests in the Cl are passing.

5. Request that a maintainer review your PR.

6. Your PR can be merged in once you have the sign-off of at least one maintainer. If you do not have permission to make the
merge, request the approving maintainer to merge it for you.

Areas of Requested Help

1. Adding content across experiments

2. An additional volunteer maintainer

Table of contents
Opening an Issue

Pull Request Process
Areas of Requested Help
FAQ

There is a subject not listed
that | think should be. How do
I get it added to the listing?
Should | add papers that are
only about machine learning?

How do | add a paper?
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What next?

- Restructure the sections

- Staying up to date

- Tell us!

- Release an updated pre-print (following 2102.02770)
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The big restructure

- Currently one big long list
- Target and Applications mixed with ML methods

New Proposal

- Two pages: HEP application + ML method
- But what groupings make the most sense?

-  Comment here
— \
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Summary

- It's alive again!
- We need you!

- A community resource is only as good as the community
- Make a PR for your paper and add many more at once!

-  We're all ears for feedback
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