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Data Collection in CMS

detector _ high-level data
collisions L1 trigger trigger analysis
40,000,000 110,000 5000
events/sec events/sec events/sec
L1 trigger rejects “What if we are missing new physics because

99.75% of LHC events we did not design the right trigger?”
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Anomaly detection with autoencoders
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compress high dimensional inputs
into low dimensional latent space
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Why anomaly detection in the trigger?

* Signal agnostic - Applicable to signatures cf Simple Anomaly
that we have not had the foresight or €| Kinematiccuts | Detection
person-power to design specific triggers for %

* High sensitivity — Can improve signal é
efficiency to signatures that are limited by [

L1 trigger bandwidth 2 Model Dependent
L .Trlggers— >

Rate reduction
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AXOL1TL Design

AXOL1TL is a variational autoencoder:
* Encodes input as a distribution over the latent space
» Additional loss term regularizes latent space to be Gaussian

Uses L1 trigger objects as inputs: (py, n, ) of ,upto4 , 4 muons, and 10 jets
Regularize latent space Sampled latent representation
- to avoid overfitting /
& &
pr n ¢ pT

MET MET

4ely 4ely

4u 4u

10 jets 10 jets

loss = ||x-x]|]? + KL ,N(O, )]

Train on data collected by CMS in 2023 at Vs=13.6 TeV, 10.5 million events 50% for training, 50% testing



Constraints for Implementing AXOL1TL in L1 Trigger

detector _ high-level data
collisions L1 trigger trigger analysis
40,000,000 110,000 5000
events/sec events/sec events/sec

Global trigger constraints:
\\// - Latency of 50 ns
= - Low resource utilization on FPGA
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AXOLI1TL Design Choices

Only deploy encoder half of the network, compute

degree of abnormality from latent space directly.
Halves the network size and latency!

o
&
¢

pr

MET

4ely

4p

10 jets

loss =

. W% term used for

- KL[

AXOLI1TL score

+N(O, 1) ]

Small, fully connected network architecture
(encoder: 32,16,8 nodes per layer)

Quantization aware training with

hlsdml to translate network into VHDL
design for FPGA
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AXOLITL Implementation

Implemented on Xilinx Virtex-7 XCVU9P FPGA:
50ns latency and resource requirements met

Resource utilization of Virtex-7 FPGA chip on Imperial College MP7 uGT board

| Latency | LUTs | FFs | DSPs | BRAMs
2 ticks -
AXO TL 50 ns 21% 0 0 0

Jannicke Pearkes

N —&
NP

=r—— AXOL1TL
=—— MP7 payload

= «—— MP7 infrastructure

his 4 ml



AXOL1ITL Thresholds

CMS Preliminary 2023 (13.6 TeV)
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Different anomaly score thresholds can be used to target different trigger rates
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https://cds.cern.ch/record/2876546

AXOLITL
Status

Running in the CMS L1 Global Trigger
test crate:

* |dentical to uGT production crate

e Used for global trigger algorithm
R&D using same input data as

production crate, but not used to

collect physics data

Added to CMS L1T system in Run 3
Used for monitoring rates and
comparing with other L1 triggers
Preliminary model trained on 2018
ZeroBias data deployed in test
crate in 2023

(ke VYRRV . “TUreihenes )




Test Crate Monitoring

CMS Preliminary 0.467 fb~1, 2023 (13.6 TeV)
N ‘ ' ' ‘ ‘ ' ‘ ‘
L, = AXOLITL rates are
(O]
T o6 1 stable relative to
other L1 triggers.
104 ]
AXOLI1TL rate closely
_ follows the changes in
— L1 Physics Rate — AXOL1TL Score > 250 ) . .
102 — AXOL1TLScore>5  — AXOLiTLScore> 1250 |  instantaneous luminosity
—— AXOLA1TL Score » 25 — Single Muon Trigger during the run.
10°1 i A o
23:00 00:00 01:00 02:00 03:00 04:00 05:00 06:00
07-Jun
T Time [UTC]

start of fill luminosity levelling luminosity decreases at end of fill 1


https://cds.cern.ch/record/2876546

An anomalous event with the

A h Igh |y dNoMmada |O usS eve nt highest AXOL1TL score that was not

also triggered by the Level 1 menu in
2023, Run 367883, Zero Bias data.

CMS Experiment at the LHC, CERN
', ~ 4 Datarecorded: 2023-May-24 01:42:17.826112 GMT At Level 1:
,{é - ! Run/Event/LS: 367883 /374187302 / 159 -12 jets (11 with E; > 20 GeV)

-1 muon with 3 GeV

Offline reconstruction:
- 7 PUPPI jets py > 15 GeV
-1 muon

- 75 reconstructed vertices

[ —

Busy event given the pile up profile
of the Run 2-2018 training data and
data collected in Run 3-2023. See
back-up for PU profiles.

CMS-DP-2023-079



https://cds.cern.ch/record/2876546

Physics Performance

Significant performance improvement on various SM and BSM signals
by adding AXOL1TL to the 2023 trigger menu.

a
| . L1 Efficiency w/ AXOL1TL@freq ’ e
ement — — | e me o =<
P L1 Efficiency w/o AXOLITL 0N
a

Example performance improvement for H->aa[15 GeV|->4b signal:

AXO 'TL Rate 1 kHz 5 kHz 10 kHz

Signal Efficiency Gain 46% 100% 133%

Large increase in signal efficiency for a small increase in rate of 1-10 kHz relative
to total L1 rate of ~110 kHz.


https://cds.cern.ch/record/2876546

Conclusions

« AXOL1TL is an anomaly detection-based level 1
trigger for CMS

* Our model meets the timing and resource
requirements imposed by the CMS L1 trigger system

* An initial version of the model is implemented in the
test crate at the CMS Experiment

* Further integration with the L1 trigger system is
underway!
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Thank you!
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Axol1tl Pipeline

2023 Zero Bias
Collisions Dataset

» CMSSW Emulator “A"“’ Offline Validation
uGT HLS fwk B

AXO TL
Workflow

uGT HLS (C++) >

Model HLS (C++)

L1 NTuples
(w/ Test Crate bits) >

Py 11 *
RAW DataFile

—
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l Train QKeras
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Standalone
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Emulator (Python)

T Collisions

Online Monitoring
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\
Model VHDL

Plot Thresholds

|
uGT VHDL fwk
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L1 Menu xml Model VHDL

HDL Simulation

uGT bitfiles

Model Sim

Development
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Firmware Validation

Test Crate firmware validation. The table

shows trigger bits for the L1 menu Test Vector

including A anoma|y detection thresholds: ldx L1 Menu Algorithm Name Count HW Count Agreement
scores >1250, >250, >25, and >'5 from top 94 L1 ADT 20000 0 0 ¥
to bottom. Test vector column is generated

from inference results of standalone = L1_ADT_4000 29 29 v
emulator and HW count comes from 103 | L1_ADT_400 2618 2618 4
standard global trigger firmware simulation 108 | L1_ADT 80 3331 3331 v

workflow using ModelSim. Perfect bit

] Test vectors generated from Run 3 data
agreement is observed.



Test Crate Validation

L1 Menu Algorithm Name ZeOSL’Jcn(irate Standalone Emulator Count Mismatches
L1 _ADT_ 20000 1 1 0

L1 _ADT_ 4000 742 741 19

L1 _ADT 400 21236 21229 253

L1 _ADT 80 25468 25481 93

1001

CMS Preliminary

2023 (13.6 TeV)

10"}

— All Counts ]
—— Test Crate Mismatches -

o
Anomaly Score

Anomaly Detection hardware vs. emulation trigger mismatches. Events from promptly reconstructed 2023
Ephemeral ZeroBias data where hardware bits are recorded from configured uGT test crate. In table (left), Test Crate
Count shows events triggered in hardware and read out into data and Standalone Emulator Count is evaluated via
offline inference with L1 objects. Anomaly score distribution of all events (right): red segments represent
mismatches between hardware and emulation. Clustering near decision boundaries implies issue is due to
precision/rounding problem. Minimal mismatches in hardware vs. emulation (< 1%) observed.
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AD Encoder Implementation

> %E”}“ )E/IF7T —_: concatenate
uGT upstream > gocgamma e S ogamma - flatten
> 127Jets - » 10 Jets——»|  bit shift
ap_fixed<8,6>[57]
Dense [32] Dense [16] Dense [8]
kernel: fixed<6,3> kernel: fixed<6,3> kernel: fixed<6,3> 2
bias: fixed <10,7> |<32>| bias: fixed<10,7> |<16>| bias: fixed <10,7> <g>"| H
: activ: grelu fixed<10,7> activ: grelu fixed<10,7> activ: grelu fixed<10,7>

e e e G e e e e GE e R SR R G e e GE e R SR e G Gm e R S G e R R R R G G G R R e R e e R e e G R R SR e GE e R SR e G R e e e e e e e

AD Encoder

Jannicke Pearkes



Pile-up profiles in 2018 and 2023
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https://twiki.cern.ch/twiki/bin/view/CMSPublic/LumiPublicResults

