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THE HEP-EX FLOW…
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Šimko et al. Scalable Declarative HEP Workflows

FIGURE 1 | A simplified diagram illustrating typical stages in experimental particle physics data analyses. After data acquisition that is using a multi-tiered trigger
filtering step, the experimental collision data are further reduced in computing processes before they are ready for physics analyses. Events generated following
theoretical models undergo a detector simulation step and are subsequently subject to the same reconstruction and processing steps as the collision data. The
individual analysts then compare collision and simulated data using statistical analysis techniques. Our paper focuses mostly on the computational reproducibility
challenges inherent in the last data analysis stages.

are the same as for the collision data. The first processing
stages usually take place in big compute farms and world-wide
grid computing infrastructures using automatised recipes. The
processing is done by specialised teams and the end result
are collision and simulated data suitable for individual particle
physics analyses. The physics analysis stage uses statistical
analysis techniques and is performed by individual researchers
using a variety of computational approaches (Rizzi et al., 2019),
from personal laptops and desktops up to small compute
batch farms.

In this paper, we are focusing mostly on the latter statistical
data analysis stage as performed by individual researchers. In
contrast to the centralised and largely automated processing
steps discussed above, the data analysis stage typically requires
an iterative approach that is used to understand the data sets
and optimise the overall analysis. The variety of computing
approaches used, combined with a high turnover of young
researchers performing the analyses in their experimental teams,
poses a particular problem for computational reproducibility.
The researchers typically use imperative programming, directly
expressing all the details about the flow of necessary calculations
for the compute platform at hand. This causes several challenges
for possible future rerunning of the original analysis using
different data, different theoretical models, updated software
versions of dependent libraries, or a completely different
compute backend than originally foreseen.

We argue for an alternative declarative data analysis approach
that captures the overall knowledge associated with a particle
physics analysis in a more structured way. The analysis process
is expressed as a series of steps depending on other steps,
each step declaring its precise sets of inputs and outputs. The
structured description of the analysis process focuses first and
foremost on “what” needs to be done in each step without paying

particular attention to “how” the individual computation might
be performed by the computer (Lloyd, 1994). This helps to design
well-defined interfaces in the analysis flow, isolating unnecessary
computational details until they actually matter.

We have developed a reproducible analysis platform called
REANA (Šimko et al., 2019) that allows researchers to express
the computational data analysis steps using such declarative
paradigm. Taking advantage of recent advances of container
technology in the general IT industry, the computations are
isolated from supporting compute environments as much as
possible. This helps with the portability of the analysis process
as a whole. The REANA platform reads the structured analysis
description provided by the researcher and instantiates analysis
steps on containerised compute clouds. The support for various
declarative workflow languages [CWL (Amstutz et al., 2016),
Yadage (Cranmer and Heinrich, 2017)] and various compute
backends [Kubernetes (Burns et al., 2016), HTCondor (Thain
et al., 2005) for high-throughput computations, Slurm (Yoo et al.,
2003) for high-performance computations] aims to ensure the
universal reproducibility of computations on diverse computing
platforms. The cloud-native approach of REANA, together
with allowing researchers to use several high-level workflow
languages or to run different parts of the same workflow on
different compute backends, is whatmakes REANA specific when
compared to other similar workflow management systems used
in scientific research such as HTCondor DAGMan (HTC, 2021)
or Pegasus (Deelman et al., 2015).

The paper is structured as follows. Section 2 of this
paper describes the declarative approach and discusses its
scalability. Section 3 demonstrates the applicability of the
method on two concrete case studies from the ATLAS (ATLAS
Collaboration, 2008) and CMS (CMS Collaboration, 2008)
experiments analysing proton-proton collisions at the Large
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Šimko et al. Scalable Declarative HEP Workflows

FIGURE 1 | A simplified diagram illustrating typical stages in experimental particle physics data analyses. After data acquisition that is using a multi-tiered trigger
filtering step, the experimental collision data are further reduced in computing processes before they are ready for physics analyses. Events generated following
theoretical models undergo a detector simulation step and are subsequently subject to the same reconstruction and processing steps as the collision data. The
individual analysts then compare collision and simulated data using statistical analysis techniques. Our paper focuses mostly on the computational reproducibility
challenges inherent in the last data analysis stages.

are the same as for the collision data. The first processing
stages usually take place in big compute farms and world-wide
grid computing infrastructures using automatised recipes. The
processing is done by specialised teams and the end result
are collision and simulated data suitable for individual particle
physics analyses. The physics analysis stage uses statistical
analysis techniques and is performed by individual researchers
using a variety of computational approaches (Rizzi et al., 2019),
from personal laptops and desktops up to small compute
batch farms.

In this paper, we are focusing mostly on the latter statistical
data analysis stage as performed by individual researchers. In
contrast to the centralised and largely automated processing
steps discussed above, the data analysis stage typically requires
an iterative approach that is used to understand the data sets
and optimise the overall analysis. The variety of computing
approaches used, combined with a high turnover of young
researchers performing the analyses in their experimental teams,
poses a particular problem for computational reproducibility.
The researchers typically use imperative programming, directly
expressing all the details about the flow of necessary calculations
for the compute platform at hand. This causes several challenges
for possible future rerunning of the original analysis using
different data, different theoretical models, updated software
versions of dependent libraries, or a completely different
compute backend than originally foreseen.

We argue for an alternative declarative data analysis approach
that captures the overall knowledge associated with a particle
physics analysis in a more structured way. The analysis process
is expressed as a series of steps depending on other steps,
each step declaring its precise sets of inputs and outputs. The
structured description of the analysis process focuses first and
foremost on “what” needs to be done in each step without paying

particular attention to “how” the individual computation might
be performed by the computer (Lloyd, 1994). This helps to design
well-defined interfaces in the analysis flow, isolating unnecessary
computational details until they actually matter.

We have developed a reproducible analysis platform called
REANA (Šimko et al., 2019) that allows researchers to express
the computational data analysis steps using such declarative
paradigm. Taking advantage of recent advances of container
technology in the general IT industry, the computations are
isolated from supporting compute environments as much as
possible. This helps with the portability of the analysis process
as a whole. The REANA platform reads the structured analysis
description provided by the researcher and instantiates analysis
steps on containerised compute clouds. The support for various
declarative workflow languages [CWL (Amstutz et al., 2016),
Yadage (Cranmer and Heinrich, 2017)] and various compute
backends [Kubernetes (Burns et al., 2016), HTCondor (Thain
et al., 2005) for high-throughput computations, Slurm (Yoo et al.,
2003) for high-performance computations] aims to ensure the
universal reproducibility of computations on diverse computing
platforms. The cloud-native approach of REANA, together
with allowing researchers to use several high-level workflow
languages or to run different parts of the same workflow on
different compute backends, is whatmakes REANA specific when
compared to other similar workflow management systems used
in scientific research such as HTCondor DAGMan (HTC, 2021)
or Pegasus (Deelman et al., 2015).

The paper is structured as follows. Section 2 of this
paper describes the declarative approach and discusses its
scalability. Section 3 demonstrates the applicability of the
method on two concrete case studies from the ATLAS (ATLAS
Collaboration, 2008) and CMS (CMS Collaboration, 2008)
experiments analysing proton-proton collisions at the Large
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Šimko et al. Scalable Declarative HEP Workflows

FIGURE 1 | A simplified diagram illustrating typical stages in experimental particle physics data analyses. After data acquisition that is using a multi-tiered trigger
filtering step, the experimental collision data are further reduced in computing processes before they are ready for physics analyses. Events generated following
theoretical models undergo a detector simulation step and are subsequently subject to the same reconstruction and processing steps as the collision data. The
individual analysts then compare collision and simulated data using statistical analysis techniques. Our paper focuses mostly on the computational reproducibility
challenges inherent in the last data analysis stages.

are the same as for the collision data. The first processing
stages usually take place in big compute farms and world-wide
grid computing infrastructures using automatised recipes. The
processing is done by specialised teams and the end result
are collision and simulated data suitable for individual particle
physics analyses. The physics analysis stage uses statistical
analysis techniques and is performed by individual researchers
using a variety of computational approaches (Rizzi et al., 2019),
from personal laptops and desktops up to small compute
batch farms.

In this paper, we are focusing mostly on the latter statistical
data analysis stage as performed by individual researchers. In
contrast to the centralised and largely automated processing
steps discussed above, the data analysis stage typically requires
an iterative approach that is used to understand the data sets
and optimise the overall analysis. The variety of computing
approaches used, combined with a high turnover of young
researchers performing the analyses in their experimental teams,
poses a particular problem for computational reproducibility.
The researchers typically use imperative programming, directly
expressing all the details about the flow of necessary calculations
for the compute platform at hand. This causes several challenges
for possible future rerunning of the original analysis using
different data, different theoretical models, updated software
versions of dependent libraries, or a completely different
compute backend than originally foreseen.

We argue for an alternative declarative data analysis approach
that captures the overall knowledge associated with a particle
physics analysis in a more structured way. The analysis process
is expressed as a series of steps depending on other steps,
each step declaring its precise sets of inputs and outputs. The
structured description of the analysis process focuses first and
foremost on “what” needs to be done in each step without paying

particular attention to “how” the individual computation might
be performed by the computer (Lloyd, 1994). This helps to design
well-defined interfaces in the analysis flow, isolating unnecessary
computational details until they actually matter.

We have developed a reproducible analysis platform called
REANA (Šimko et al., 2019) that allows researchers to express
the computational data analysis steps using such declarative
paradigm. Taking advantage of recent advances of container
technology in the general IT industry, the computations are
isolated from supporting compute environments as much as
possible. This helps with the portability of the analysis process
as a whole. The REANA platform reads the structured analysis
description provided by the researcher and instantiates analysis
steps on containerised compute clouds. The support for various
declarative workflow languages [CWL (Amstutz et al., 2016),
Yadage (Cranmer and Heinrich, 2017)] and various compute
backends [Kubernetes (Burns et al., 2016), HTCondor (Thain
et al., 2005) for high-throughput computations, Slurm (Yoo et al.,
2003) for high-performance computations] aims to ensure the
universal reproducibility of computations on diverse computing
platforms. The cloud-native approach of REANA, together
with allowing researchers to use several high-level workflow
languages or to run different parts of the same workflow on
different compute backends, is whatmakes REANA specific when
compared to other similar workflow management systems used
in scientific research such as HTCondor DAGMan (HTC, 2021)
or Pegasus (Deelman et al., 2015).

The paper is structured as follows. Section 2 of this
paper describes the declarative approach and discusses its
scalability. Section 3 demonstrates the applicability of the
method on two concrete case studies from the ATLAS (ATLAS
Collaboration, 2008) and CMS (CMS Collaboration, 2008)
experiments analysing proton-proton collisions at the Large
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FIGURE 1 | A simplified diagram illustrating typical stages in experimental particle physics data analyses. After data acquisition that is using a multi-tiered trigger
filtering step, the experimental collision data are further reduced in computing processes before they are ready for physics analyses. Events generated following
theoretical models undergo a detector simulation step and are subsequently subject to the same reconstruction and processing steps as the collision data. The
individual analysts then compare collision and simulated data using statistical analysis techniques. Our paper focuses mostly on the computational reproducibility
challenges inherent in the last data analysis stages.

are the same as for the collision data. The first processing
stages usually take place in big compute farms and world-wide
grid computing infrastructures using automatised recipes. The
processing is done by specialised teams and the end result
are collision and simulated data suitable for individual particle
physics analyses. The physics analysis stage uses statistical
analysis techniques and is performed by individual researchers
using a variety of computational approaches (Rizzi et al., 2019),
from personal laptops and desktops up to small compute
batch farms.

In this paper, we are focusing mostly on the latter statistical
data analysis stage as performed by individual researchers. In
contrast to the centralised and largely automated processing
steps discussed above, the data analysis stage typically requires
an iterative approach that is used to understand the data sets
and optimise the overall analysis. The variety of computing
approaches used, combined with a high turnover of young
researchers performing the analyses in their experimental teams,
poses a particular problem for computational reproducibility.
The researchers typically use imperative programming, directly
expressing all the details about the flow of necessary calculations
for the compute platform at hand. This causes several challenges
for possible future rerunning of the original analysis using
different data, different theoretical models, updated software
versions of dependent libraries, or a completely different
compute backend than originally foreseen.

We argue for an alternative declarative data analysis approach
that captures the overall knowledge associated with a particle
physics analysis in a more structured way. The analysis process
is expressed as a series of steps depending on other steps,
each step declaring its precise sets of inputs and outputs. The
structured description of the analysis process focuses first and
foremost on “what” needs to be done in each step without paying

particular attention to “how” the individual computation might
be performed by the computer (Lloyd, 1994). This helps to design
well-defined interfaces in the analysis flow, isolating unnecessary
computational details until they actually matter.

We have developed a reproducible analysis platform called
REANA (Šimko et al., 2019) that allows researchers to express
the computational data analysis steps using such declarative
paradigm. Taking advantage of recent advances of container
technology in the general IT industry, the computations are
isolated from supporting compute environments as much as
possible. This helps with the portability of the analysis process
as a whole. The REANA platform reads the structured analysis
description provided by the researcher and instantiates analysis
steps on containerised compute clouds. The support for various
declarative workflow languages [CWL (Amstutz et al., 2016),
Yadage (Cranmer and Heinrich, 2017)] and various compute
backends [Kubernetes (Burns et al., 2016), HTCondor (Thain
et al., 2005) for high-throughput computations, Slurm (Yoo et al.,
2003) for high-performance computations] aims to ensure the
universal reproducibility of computations on diverse computing
platforms. The cloud-native approach of REANA, together
with allowing researchers to use several high-level workflow
languages or to run different parts of the same workflow on
different compute backends, is whatmakes REANA specific when
compared to other similar workflow management systems used
in scientific research such as HTCondor DAGMan (HTC, 2021)
or Pegasus (Deelman et al., 2015).

The paper is structured as follows. Section 2 of this
paper describes the declarative approach and discusses its
scalability. Section 3 demonstrates the applicability of the
method on two concrete case studies from the ATLAS (ATLAS
Collaboration, 2008) and CMS (CMS Collaboration, 2008)
experiments analysing proton-proton collisions at the Large
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The answer — Jet tagging!
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Key question: 
      What type of particle initiates the jet?

Jet: a collimated spray of particles
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A BIT OF HISTORY…
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Image

Image-Based Jet Analysis 3

the detector measurements directly, rather than relying on jet features de-
veloped using physics domain knowledge, additional discrimination power
could be extracted. Deep learning approaches surpass such linear meth-
ods, but build on this notion of learning discriminating information from
detector observables rather than engineered features.

Fig. 1.: An example jet image of a Lorentz boosted top quark jet after
preprocessing has been applied [10].

While designed to take advantage of advances in computer vision, jet im-
ages have notable di↵erences with respect to typical natural images in CV.
Jet images are sparse, with most pixels in the image having zero content.
This is markedly di↵erent from natural images that tend to have all pixels
containing content. Moreover, jet images tend to have multiple localized
regions of high density in addition to di↵usely located pixels throughout
the image, as opposed to the smooth structures typically found in natural
images. An example top quark jet image illustrating these features can
be seen in Figure 1. These di↵erences can lead to notable challenges, for
instance the number of parameters used in jet image models (and conse-
quently the training time) tend to be large to account for the size of the
image, even though most pixels carry no information. Some techniques
exist for sparse-image computer vision approaches [11], but have not been
explored in depth within the jet image community.

This text will first discuss jets and typical jet physics in Section 2. The

Sequence

S1 S2 Sn. . .

I1 I2 In. . .
Input

Sequence

LSTM

States

MLP

Output

Point / Particle cloud

+ 2D ConvNets, … + RNNs, 1D ConvNets, … + DeepSets, GNNs, Transformers, …

2015 2016 2017 2018



M
L 

fo
r J

et
s 

an
d 

Be
yo

nd
 Je

ts
  -

 N
ov

em
be

r 8
, 2

02
3 

- H
ui

lin
 Q

u 
(C

ER
N

)

JET TAGGING IN ACTION
GNN/Transformer-based taggers have become the standard in ATLAS & CMS 

leading to significant performance improvement in recent years

9

ATLAS-FTAG-2023-01

Jet flavor tagging with small-R jetsH→bb tagging with large-R jets
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Figure 3: The network architecture of GN1. Inputs are fed into a per-track initialisation network, which outputs an
initial latent representation of each track. These representations are then used to populate the node features of a fully
connected graph network. After the graph network, the resulting node representations are used to predict the jet
flavour, the track origins, and the track-pair vertex compatibility.

4(⌘8 , ⌘ 9) = a?\
⇥
W⌘8 � W⌘ 9

⇤
, (1)

where � denotes vector concatenation, \ is a non-linear activation function, and a is a second fully
connected layer. These edge scores are then used to calculate attention weights 08 9 for each pair of nodes
using the softmax function over the edge scores

08 9 = softmax 9
⇥
4(⌘8 , ⌘ 9)

⇤
. (2)

Finally, the updated node representation ⌘
0
8 is computed by taking the weighted sum over each updated

node representation W⌘8 , with weights 08 9

⌘
0
8 = f

266664
’
92N8

08 9 · W⌘ 9

377775
. (3)

The above set of operations constitute a single graph network layer. Three such layers are stacked to
construct the graph network, representing a balance between achieving optimal performance and preventing
overtraining. The final output node feature vectors from the network are representations of each track that
are conditional on the other tracks in the jet. The output representation for each track is combined using
a weighted sum to construct a global representation of the jet, where the attention weights for the sum
are learned during training. Three separate fully connected feedforward neural networks are then used to
independently perform the different classification objectives of GN1. Each of the objectives makes use of
the global representation of the jet. A summary of the different classification networks used for the various
training objectives is shown in Table 4.

A node classification network, which takes as inputs the features from a single output node from the graph
network and the global jet representation, predicts the track truth origin, as defined in Table 3. This
network has three hidden layers containing 128, 64 and 32 neurons respectively, and an output size of
seven, corresponding to the seven different truth origins.
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https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PLOTS/FTAG-2023-01/
https://cms-results.web.cern.ch/cms-results/public-results/preliminary-results/BTV-22-001/index.html
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JET TAGGING FOR ONLINE EVENT SELECTION
These state-of-the-art taggers also deployed at the High-Level Trigger (HLT) system for online event selection 

substantial improvement in trigger efficiency for e.g., di-Higgs searches
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FIG. 1: Cartoon of the region in the plane (g⇤, /g⇤), defined by Eqs. (13),(14), that can be probed
by an analysis including only dimension-6 operators (in white). No sensible e↵ective field theory
description is possible in the gray area ( < gmin), while exploration of the light blue region
(gmin < <

p
g⇤gmin) requires including the dimension-8 operators.
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FIG. 2: Feyman diagrams contributing to double Higgs production via gluon fusion (an additional
contribution comes from the crossing of the box diagram). The last diagram on the first line
contains the t̄thh coupling, while those in the second line involve contact interactions between the
Higgs and the gluons denoted with a cross.

derivative terms (which correspond to dimension-8 operators in the limit of linearly-realized

EW symmetry). The e↵ect of the neglected derivative operators will be then studied by

analyzing their impact on angular di↵erential distributions and shown to be small in our

case due to the limited sensitivity on the high mhh region.

The Feynman diagrams that contribute to the gg ! hh process are shown in Fig. 2. Each

diagram is characterized by a di↵erent scaling at large energies
p
ŝ = mhh � mt, mh. We
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HH production ⟹ direct determination 
of Higgs trilinear coupling λHHH

■ Gluon fusion: dominant production mode
□ about 4500 HH events in the Run 2 datasets
□ large destructive interference ⟹ tiny xs

□ self-coupling information both total and
differential cross section (strong mHH 
dependence on λHHH)


■ VBF: second production mode

Phys. Lett. B 732 (2014) 142
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Figure 3: Total cross sections at the LO and NLO in QCD for HH production channels, at the
√

s =14 TeV LHC as a function of the
self-interaction coupling λ. The dashed (solid) lines and light- (dark-)colour bands correspond to the LO (NLO) results and to the scale and
PDF uncertainties added linearly. The SM values of the cross sections are obtained at λ/λSM = 1.
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NNLO FT-approx 
JHEP 1805 (2018) 059

σSM
ggF = 31.05 fb+6.7%

−23.2% (13 TeV)

ATLAS 
Twiki 

~20–80% more signal

https://cms-results.web.cern.ch/cms-results/public-results/publications/PRF-21-001/
https://twiki.cern.ch/twiki/bin/view/AtlasPublic/BJetTriggerPublicResults#Expected_Run_3_Trigger_Efficienc
https://twiki.cern.ch/twiki/bin/view/AtlasPublic/BJetTriggerPublicResults#Expected_Run_3_Trigger_Efficienc
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CHALLENGES FOR CALIBRATION
More powerful taggers bring also more challenges to the calibration 

calibration often relies on “proxy” jets similar to signal: e.g., gluon→bb as a proxy for H→bb 

but the proxy ↔ signal similarity can break down as the ML taggers get more and more powerful 

more care and innovations needed in defining proxy jets

11

BTV-22-001

2022.12.21BTV-meeting

PKU

Sen Deng

Introduction on μ-tagged (I)

➔ Proxy: 

◆ Using g → bതb/cതc from QCD events selected with μ-tagged 
subjets

➔ μ-tagged subjets [repo]
◆ The hadronized final state initiated from a b(c) quark has 

20%(10%) probability of containing an electron or muon

◆ By requiring each softdrop subjet containing a soft muon 
inside the cone, a portion of jet phase-space with clearer 
bb (cc) signature can be selected

◆ Lepton flavor information is not explicitly used in the 
training of the tagging algorithms

● Impose that taggers can be calibrated by tagging jets with 
soft, non-isolated muons

24

μ

μ

BTV-22-001

2022.12.21BTV-meeting

PKU

Sen Deng

Introduction on Zjets method

32

➔ Proxy: 

◆ Using Lorentz-boosted 𝐙 → 𝐛 ҧ𝐛 as proxy jet

➔ Method: [repo]
◆ Measuring SF by measuring the Z peak on a hadron-rich 

background

◆ Targeting events with a high 𝑝T AK8 jet (merged Z topology)

◆ QCD background estimated using from data pass-to-fail 
ratio

◆ W+Jets background estimated from simulation

● LO V+jets simulation corrected to NLO

● Simulated V+Jets split into categories based on the 
content of the jet (Z jets: bb, cc, light, unmatched. W 
jets: cd, light, unmatched)

◆ Fit on regressed AK8 jet mass to extract the SF for the 𝐙 →
𝐛 ҧ𝐛 yield

Glossary
• BDT for scale factor derivation (sfBDT): A Boosted Decision Tree (BDT) 

classifier used for selecting a suitable set of proxy jets for scale factors 
derivation. It is the main tool of this new calibration method.  

The sfBDT is trained with jets from gluon-splitting g→bb̅(cc̅) in QCD 
multijet events, and is designed to separate jets with a clean 
composition of quarks, which more resembles the H→bb̅(cc̅) jets, against 
the ones with large contamination of extra gluons. Hence, a selection 
involving the sfBDT discriminant is capable to build a better proxy jet 
collection from g→bb̅(cc̅) jets, by vetoing jets with a high gluon 
contamination rate that exhibit different characteristics from the target 
signal H→bb̅(cc̅) jets. 

The gluon contamination rate is defined by a variable κg, which is the 
ratio of the scalar pT sum of all final state gluons over the scalar pT sum 
of all final-state gluons and quarks. The gluons and quarks are selected 
from the parton-level truth particles associated with a jet. The signal 
(background) jets are selected from the QCD g→bb̅ or cc̅ jets that satisfies 
κg < 0.15 (κg > 0.85). The input variables to the sfBDT involve the basic 
kinematics of the subjets and secondary vertices associated with the jet.

5

jets from QCD 
multijet 
events

g

proxy jets

H

signal jets
b(c)

b̄(c̄)

b(c)

b̄(c̄)

b(c)
b̄(c̄)

g

sfBDT 
selection

similar 
characteristics

g

Fig. 1. Illustration of the calibration method 
and the effect of the sfBDT variable.

Consistent results between different methods.

CMS-PAS-BTV-22-001

https://cms-results.web.cern.ch/cms-results/public-results/preliminary-results/BTV-22-001/index.html
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CHALLENGES FOR CALIBRATION (II)
But there are signals for which no suitable proxy exists 

e.g., H→WW*→4q, multi-prong jets from new physics, … 

New approach: Lund Jet Plane (LJP) Reweighting 

recluster AK8 jet exclusively into N subjets (e.g., N=4 for H→WW*→4q) 

correct the radiation patterns of each subjet using data/MC ratios of the LJP density 

LJP density ratios measured using W→qq subjets from semileptonic ttbar events

12

CMS-DP-2023-046

16

Derivation of Correction
● Recluster AK8 jets from W-

region into 2 subjets

● Construct LJP’s of data and 
sim. → take ratio

– Done in 6 bins of subjet pT

● Use this ratio to correct 
simulated jets

● For each prong, reweight 
based on the multiplication 
of the LJP ratio of prong’s 
splittings

CMS DP-2023/046

19

Application to Top Jets
● Recluster top jets into 3 subjets

● Apply data/sim LJP correction derived from W’s

NB: Non-perfect 
closure b/c bkg 
processes are not 
corrected

Correction significantly improves agreement!

CMS DP-2023/046

LJP ratios LJP reweighing for 3-prong top jetsLund Jet Plane
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SYSTEMATIC UNCERTAINTIES
More powerful taggers appear to be more sensitive to the modeling of simulation 

e.g., large variations in background misidentification rates between different parton shower/hadronization models 

=> potentially larger systematic uncertainties…

13
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DESIGNING ROBUST TAGGERS
Overcoming systematic uncertainties: can we build more robustness into the tagger design? 

Recent developments to incorporate IRC safety into SOTA taggers (PELICAN, ParT, …) 

at the cost of only a small loss in background rejection power 

but is IRC safety enough?

14

Architecture Accuracy AUC 1/n⌫ # Params

TopoDNN[48] 0.916 0.972 382± 5 59k
EFN[24] 0.927 0.979 729 ± 13 82k
LGN[25] 0.929(1) 0.964(14) 424 ± 82 4.5k
BIP(XGBoost)[49] 0.929 0.978 600 ± 47 312
EFP[18] 0.932 0.980 384 1k
BIP(MLP)[49] 0.931 0.981 853 ± 68 4k
PFN[24] 0.932 0.982 891 ± 18 82k
ResNeXt[8] 0.936 0.984 1122 ± 47 1.46M
ParticleNet[50] 0.938 0.985 1298 ± 46 498k
ParT[35] 0.940 0.9858 1602 ± 81 2.1M
LorentzNet[26] 0.942 0.9868 2195 ± 173 220k

PELICAN 0.9426(2) 0.9870(1) 2250 ± 75 208k
PELICANIRC 0.9406(2) 0.9844(11) 1711 ± 208 208k

Table 1: Comparison of different classifiers trained on the full top-tagging dataset. Note that BIP(XGBoost)
and EFP are not neural networks. PELICAN’s metrics are averaged and the uncertainties are given by
the standard deviation over 5 runs with different values of the random seed. PELICANIRC is an IRC-safe
modification detailed below in section 10.

Depth ! Width Accuracy AUC 1/n⌫ # Params

5 132/78 0.9425(1) 0.9870(1) 2250 ± 75 208k
5 60/35 0.9424(1) 0.9868(1) 2148 ± 125 48k
5 25/15 0.9410(3) 0.9858(4) 1879 ± 103 11k
5 10/6 0.9386(2) 0.9850(1) 1494 ± 43 3k
3 6/4 0.9358(7) 0.9835(2) 1145 ± 74 1k
2 6/3 0.9336(5) 0.9823(3) 901 ± 59 605
1 6/3 0.9291(5) 0.9801(4) 669±41 326
1 -/6 0.9258(8) 0.9780(6) 516 ± 52 248

Table 2: Comparison of PELICAN classifiers of varying shapes trained on the full top-tagging dataset. The
depth ! is the number of equivariant Eq2!2 blocks, and the width consists of two numbers. E.g. 132/78
means that each messaging block takes in 132 channels and outputs 78 channels (and the reverse for the
aggregation block). The input width of the output MLP matches the messaging blocks. The last model has the
fully connected messaging layers disabled altogether, so only the shape of the aggregation blocks is given.
See also figure 4.

performance gain was seen beyond that number). The dropout rate was 0.025, and the model was optimized
using the A���W optimizer [47] with weight decay of 0.005. The training on the full dataset went on for 35
epochs with the same learning rate schedule as in ref. [26]: 4 epochs of linear warm-up up to learning rate of
0.001, followed by 28 epochs of C�����A��������LR with )0 of 4 epochs and )mult = 2, and then 3 epochs
of exponentially decaying learning rate with exponent W = 0.5 per epoch. The three models were trained
on Nvidia H100 GPU’s with batch size of 100, taking 0.43, 0.17, or 0.08 seconds per batch, respectively.
Inference took 0.17, 0.07, or 0.04 seconds per batch. Batches were shuffled between epochs.

4.3 Top tagging results

Figure 3 shows the receiver operating characteristic, here represented by the background rejection as a
function of the signal efficiency, for the classification performance. In table 1 we compare the accuracy, area
under the curve (AUC), and background rejection values at 30% signal efficiency between PELICAN and
multiple existing ML top-taggers, including the previous state-of-the-art LorentzNet [26]. We also include
two non-ML taggers: the Energy Flow Polynomials [18], designed to be IRC-safe; and the Boost Invariant
Polynomials [49], designed to be partially Lorentz-invariant and used as inputs to XGBoost [51]. These
two taggers stand out due to their low numbers of parameters and efficient utilization of physical constraints.
We trained three PELICAN top-taggers with layers of differing widths, with 208k, 48k, and 11k trainable
parameters respectively. The results are averaged over 5 random initialization seeds, and the uncertainties

– 11 –

Performance on top tagging benchmark

A. Bogatskiy, T. Hoffman, D. W. Miller, J. T. Offermann and X. Liu, 2307.16506 

See talks by T. Hoffman 
and C. Li

Transformers with built-in IRC safety in particle physics

Congqiao Li (Peking University) 8 November, 2023ML4Jets 2023

ML4Jets 2023

Testing IRC safety

➔ Test the IRC-safe property 
❖ producing “fake jets”: 

manually split 30% of 
particles with arbitrary  

❖ comparing the output 
scores with the original jet

λ

11

note: for models requiring full particle input, we 
make a non-physical assumption that the other 
properties of two split particles are the same

ParTIRC (full)ParT (full)

ParTIRC (kin)ParT (kin)

• prove that IRC safety is built into the 
ParTIRC network 

• the deviation from the  line 
indicates the numerical error 

• see larger numerical uncertainties for 
the kin-only model

y = x

Testing IRC safety of ParTIRC

https://arxiv.org/abs/2307.16506
https://indico.cern.ch/event/1253794/contributions/5588625/attachments/2748386/4783069/ML4Jets23_PELICAN.pdf
https://indico.cern.ch/event/1253794/timetable/?view=standard#116-particle-transformer-with
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DESIGNING ROBUST TAGGERS (II)
Overcoming systematic uncertainties: can we build more robustness into the tagger design? 

Recent developments to incorporate IRC safety into SOTA taggers (PELICAN, ParT, …) 

Another approach is to use physics-inspired representations (e.g., the Lund jet plane) 

still, is this sufficient? 

how to incorporate flavor information (e.g., track displacement) into the Lund plane / tree representation?

15
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Figure 8. Performance ϵW√
ϵQCD

versus resilience to non-perturbative effects.

5.1 Non-perturbative effects

Beyond its raw performance, it is important for practical applications that a tagger be
relatively robust to model-dependent non-perturbative effects. To carry out studies of
sensitivity to non-perturbative effects, we compare performance between a data sample of
both 50k signal and background jets produced at parton level, and a sample obtained with
hadronisation and underlying event models turned on in the event generator. The same
model, trained on hadron-level data, is evaluated on both samples for the comparison. For
this study, we use the same 2TeV W jet sample as was used in section 4.1 as well as the
corresponding models shown in figure 5, which are now used to label jets from both parton
and hadron-level data.

Figure 8 shows the robustness of the tagger in conjunction with its performance. This
robustness is measured through the resilience ζNP [59], calculated using both the efficiency

– 12 –
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* Resilience assessed by applying 
the model trained on hadron-level 
samples to parton-level samples 

and compare the difference
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EdgeConv Block
C = (32, 32)

EdgeConv Block
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EdgeConv Block
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Global Average Pooling

Fully Connected
256, ReLU, Dropout = 0.1

Fully Connected
2

Softmax

Lund tree

EdgeConv Block
C = (32, 32)

EdgeConv Block
C = (64, 64)

EdgeConv Block
C = (128, 128)

Concatenate

Linear (384) + BN + ReLU

ReLU

features

Lund tree feature pairs

Linear (C1) + BN + ReLU

Aggregation

Linear (C2) + BN + ReLU

(a)

(b) (c)

edge features

Figure 3. (a) Illustration of the EdgeConv operation on a node of the Lund tree. (b) Architecture
of the EdgeConv block used in the LundNet model. (c) Architecture of the LundNet model.

the distribution of the number of Lund declusterings per jet for several choices of kt cut
in 2TeV QCD jets simulated using Pythia 8.223 [40]. The mean of each distribution is
indicated as a dashed line. An additional benefit of a kt threshold is that even for small cut
values the number of nodes per jet is significantly reduced, and therefore correspondingly
so the computational cost of training a machine learning model on these inputs. The right-
hand side of figure 2 shows the average number of nodes per jet as a function of the kt cut,
which decreases quadratically as the cut is increased.

3 LundNet models

The Lund plane encodes a rich set of information of the substructure and radiation patterns
of a jet, therefore serving as a natural input to machine learning models for jet physics. The
use of Lund planes for jet tagging was first proposed in ref. [33] where log-likelihood and

– 5 –

F. Dreyer and H. Qu,
JHEP 03 (2021) 052

https://doi.org/10.1007/JHEP03(2021)052
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DESIGNING ROBUST TAGGERS (III)
Overcoming systematic uncertainties: can we build more robustness into the tagger design? 

Recent developments to incorporate IRC safety into SOTA taggers (PELICAN, ParT, …) 

Another approach is to use physics-inspired representations (e.g., the Lund jet plane) 

Or, can we achieve better robustness via alternative training techniques? 

adversarial attacks (e.g., 2203.13890)? data augmentation? 

but what are the physically motivated perturbations / augmentations?

16
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UNCERTAINTY & ROBUSTNESS
The ultimate solution: understand the discrepancies and improve the shower/hadronization modeling 

Joint effort between theory, experiment, and ML communities 

some discussions started in the Les Houches workshop this year — get in touch if you are interested

17
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UNCERTAINTY & ROBUSTNESS
The ultimate solution: understand the discrepancies and improve the shower/hadronization modeling 

Can we use ML to solve problems induced by the usage of ML? 

probably yes!
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Fitting a deep generative hadronization model
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Abstract: Hadronization is a critical step in the simulation of high-energy particle and
nuclear physics experiments. As there is no first principles understanding of this process,
physically-inspired hadronization models have a large number of parameters that are fit to
data. Deep generative models are a natural replacement for classical techniques, since they
are more flexible and may be able to improve the overall precision. Proof of principle studies
have shown how to use neural networks to emulate specific hadronization when trained
using the inputs and outputs of classical methods. However, these approaches will not work
with data, where we do not have a matching between observed hadrons and partons. In
this paper, we develop a protocol for fitting a deep generative hadronization model in a
realistic setting, where we only have access to a set of hadrons in data. Our approach uses
a variation of a Generative Adversarial Network with a permutation invariant discriminator.
We find that this setup is able to match the hadronization model in Herwig with multiple
sets of parameters. This work represents a significant step forward in a longer term program
to develop, train, and integrate machine learning-based hadronization models into parton
shower Monte Carlo programs.

Keywords: Parton Shower, Properties of Hadrons
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HadML* v1 
PRD 106 (2022) 096020 

HadML v2: Closure Test 
(this paper)

HadML v2: Stress Test 
(this paper)

similar setup for string model MLHad v1: 2203.04983
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Figure 1. An overview of the model presented in this paper and how it compares to HadML v1
from ref. [13]. Since the clusters are not observable in data, the discriminator in v2 acts on sets of
hadrons and does not have access to cluster-hadron-hadron labels. We first study the performance in
the same Herwig setup as in ref. [13] (‘Closure Test’) and then check that it is also able to fit another
Herwig setup (Cluster Frag’) with variations in the cluster hadronization model (‘Stress Test’).

All neural network inputs are normalized to the range of (−1, 1), whereas the noise
prior p is a Gaussian distribution with a mean of 0 and width of 1. The generator and
discriminator are optimized alternately (1 discriminator step and 5 generator steps) with
Adam [44] with a learning rate of 5 × 10−7 and 10−4 for the generator and discriminator,
respectively. The training uses a batch size of 10,000 and is performed for 6,000 epochs.
The hyperparameters were optimized with Weights and Biases [45].

3 Results

3.1 Datasets
Crucial data for fitting hadronisation models are LEP events collected in e+e− collisions
at the center-of-mass energy √

s = 91.2GeV. Therefore, we used such events generated
with version 7.2.1 of the Herwig Monte Carlo generator for a training dataset for our
Generative Hadronization Model. As mentioned earlier, the cluster model [1] is used for
hadronisation in the Herwig generator. Based on the color preconfinement [46], the cluster
model groups a partonic final state into a set of colour-singlet clusters (pre-hadrons) with
an invariant mass distribution that is independent of the specific hard scattering process
or its centre-of-mass energy and that peaks at low masses. Therefore, most clusters decay
into two hadrons. However, a small fraction of clusters are too heavy for this approach
to be justified. Therefore, these heavy clusters are first split into lighter clusters before
decaying. The decay of such massive clusters is not discussed in this publication but will

– 4 –

JHEP 09 (2023) 084

See talks by Adam Kania

https://doi.org/10.1007/JHEP09(2023)084
https://indico.cern.ch/event/1253794/contributions/5588563/attachments/2746625/4779358/Construction%20and%20Fitting%20of%20a%20Deep%20Generative%20Hadronization%20Model.pdf
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SELF-SUPERVISED LEARNING
Self-Supervised Learning (SSL): Can we rely less on (labelled) simulation to achieve more? 

learn generic representations for all kinds of downstream tasks: tagging, reconstruction, anomaly detection, … 

Contrastive learning (SimCLR) 

maximize similarity between positive pairs and minimize that between negative pairs 

positive pairs derived from the same sample, but with different augmentations (cropping, color distortion, …) 

But what is the most effective augmentation for jets? 

JetCLR [2108.04253]: rotation, translation, soft/collinear splitting 

re-simulation as an augmentation 

re-simulate w/ varied shower/hadronization models/configs 

talk by J. Krupa @ BOOST 2023 

re-simulate w/ varied detector configurations 

talk by E. Dreyer on Monday 

potentially learning a more robust representation 

but not applicable to real data…

19

https://indico.physics.lbl.gov/event/975/timetable/?view=standard#84-minimizing-systematic-uncer
https://indico.cern.ch/event/1253794/contributions/5588641/attachments/2746657/4779416/dreyer_SSL_ML4Jets.pdf
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SELF-SUPERVISED LEARNING (II)
Self-Supervised Learning: Can we rely less on simulation/labels to achieve more? 

Contrastive learning (SimCLR) 

Masked models (BERT/MAE) 

learning to recovered randomly masked tokens (words/pixels => particles) 

straightforwardly applicable to real data

20

Masked Autoencoders Are Scalable Vision Learners

Kaiming He⇤,† Xinlei Chen⇤ Saining Xie Yanghao Li Piotr Dollár Ross Girshick
⇤equal technical contribution †project lead

Facebook AI Research (FAIR)

Abstract

This paper shows that masked autoencoders (MAE) are
scalable self-supervised learners for computer vision. Our
MAE approach is simple: we mask random patches of the
input image and reconstruct the missing pixels. It is based
on two core designs. First, we develop an asymmetric
encoder-decoder architecture, with an encoder that oper-
ates only on the visible subset of patches (without mask to-
kens), along with a lightweight decoder that reconstructs
the original image from the latent representation and mask
tokens. Second, we find that masking a high proportion
of the input image, e.g., 75%, yields a nontrivial and
meaningful self-supervisory task. Coupling these two de-
signs enables us to train large models efficiently and ef-
fectively: we accelerate training (by 3⇥ or more) and im-
prove accuracy. Our scalable approach allows for learning
high-capacity models that generalize well: e.g., a vanilla
ViT-Huge model achieves the best accuracy (87.8%) among
methods that use only ImageNet-1K data. Transfer per-
formance in downstream tasks outperforms supervised pre-
training and shows promising scaling behavior.

1. Introduction
Deep learning has witnessed an explosion of archi-

tectures of continuously growing capability and capacity
[29, 25, 52]. Aided by the rapid gains in hardware, mod-
els today can easily overfit one million images [13] and
begin to demand hundreds of millions of—often publicly
inaccessible—labeled images [16].

This appetite for data has been successfully addressed in
natural language processing (NLP) by self-supervised pre-
training. The solutions, based on autoregressive language
modeling in GPT [42, 43, 4] and masked autoencoding in
BERT [14], are conceptually simple: they remove a portion
of the data and learn to predict the removed content. These
methods now enable training of generalizable NLP models
containing over one hundred billion parameters [4].

The idea of masked autoencoders, a form of more gen-
eral denoising autoencoders [53], is natural and applicable
in computer vision as well. Indeed, closely related research

encoder

....

....

decoder

input target

Figure 1. Our MAE architecture. During pre-training, a large
random subset of image patches (e.g., 75%) is masked out. The
encoder is applied to the small subset of visible patches. Mask
tokens are introduced after the encoder, and the full set of en-
coded patches and mask tokens is processed by a small decoder
that reconstructs the original image in pixels. After pre-training,
the decoder is discarded and the encoder is applied to uncorrupted
images (full sets of patches) for recognition tasks.

in vision [54, 41] preceded BERT. However, despite signif-
icant interest in this idea following the success of BERT,
progress of autoencoding methods in vision lags behind
NLP. We ask: what makes masked autoencoding different
between vision and language? We attempt to answer this
question from the following perspectives:

(i) Until recently, architectures were different. In vision,
convolutional networks [30] were dominant over the last
decade [29]. Convolutions typically operate on regular grids
and it is not straightforward to integrate ‘indicators’ such as
mask tokens [14] or positional embeddings [52] into con-
volutional networks. This architectural gap, however, has
been addressed with the introduction of Vision Transform-
ers (ViT) [16] and should no longer present an obstacle.

(ii) Information density is different between language
and vision. Languages are human-generated signals that
are highly semantic and information-dense. When training
a model to predict only a few missing words per sentence,
this task appears to induce sophisticated language under-
standing. Images, on the contrary, are natural signals with
heavy spatial redundancy—e.g., a missing patch can be re-
covered from neighboring patches with little high-level un-
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Masked modelling
Does this work for HEP? 

• Like language:
‘meaningful’ constituents

• Like images:
continuous inputs

• Unlike both:
no positional information

10

Masked Particle Modelling

See talk by M. Leigh on Monday

https://indico.cern.ch/event/1253794/contributions/5588564/attachments/2746940/4779937/MPM.pdf
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SELF-SUPERVISED LEARNING (III)
Self-Supervised Learning: Can we rely less on simulation/labels to achieve more? 

Contrastive learning (SimCLR) 

Masked models (BERT/MAE) 

Autoregressive (GPT) 

predict the next word based on previous words 

conceptually not so natural as particles in jets are unordered 

but what if we impose an ordering?
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Learning the language of QCD jets with transformers

Thorben Finke,a Michael Krämer,a Alexander Mücka and Jan Tönshoffb

aInstitute for Theoretical Particle Physics and Cosmology (TTK), RWTH Aachen University,
D-52056 Aachen, Germany
bChair of Computer Science 7 (Logic and Theory of Discrete Systems),
Department of Computer Science, RWTH Aachen University,
Aachen, Germany
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Abstract: Transformers have become the primary architecture for natural language
processing. In this study, we explore their use for auto-regressive density estimation in
high-energy jet physics, which involves working with a high-dimensional space. We draw an
analogy between sentences and words in natural language and jets and their constituents
in high-energy physics. Specifically, we investigate density estimation for light QCD jets
and hadronically decaying boosted top jets. Since transformers allow easy sampling from
learned densities, we exploit their generative capability to assess the quality of the density
estimate. Our results indicate that the generated data samples closely resemble the original
data, as evidenced by the excellent agreement of distributions such as particle multiplicity
or jet mass. Furthermore, the generated samples are difficult to distinguish from the original
data, even by a powerful supervised classifier. Given their exceptional data processing
capabilities, transformers could potentially be trained directly on the massive LHC data
sets to learn the probability densities in high-energy jet physics.

Keywords: Jets and Jet Substructure, Specific QCD Phenomenology

ArXiv ePrint: 2303.07364

Open Access, c⃝ The Authors.
Article funded by SCOAP3. https://doi.org/10.1007/JHEP06(2023)184

JHEP 06 (2023) 184

See talk by A. Mück on Tuesday

https://doi.org/10.1007/JHEP06(2023)184
https://indico.cern.ch/event/1253794/contributions/5588548/attachments/2747256/4781131/mueck.pdf
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SELF-SUPERVISED LEARNING (IV)
Self-Supervised Learning: Can we rely less on simulation/labels to achieve more? 

Contrastive learning (SimCLR) 

Masked models (BERT/MAE) 

Autoregressive (GPT) 

Some open questions for masked/autoregressive models 

how to best embed continuous particle features for masked/autoregressive models? 

unlike images, particle features (such as momentum/energy) can span several orders of magnitude 

maybe the CDFDequantization proposed in CaloPointFlow II (see talk by S. Schnake)? 

how to deal with permutation invariance? 

what is the best ordering for autoregressive model?  

how to break the degeneracy when predicting more than one masked particles?

22

https://indico.cern.ch/event/1253794/contributions/5648449/attachments/2747397/4780900/CaloPointFlowII_ML4Jets.pdf


M
L 

fo
r J

et
s 

an
d 

Be
yo

nd
 Je

ts
  -

 N
ov

em
be

r 8
, 2

02
3 

- H
ui

lin
 Q

u 
(C

ER
N

)

SELF-SUPERVISED LEARNING (V)
Self-Supervised Learning: Can we rely less on simulation/labels to achieve more? 

Contrastive learning (SimCLR) 

Masked models (BERT/MAE) 

Autoregressive (GPT) 

… 

More ideas? 

Rising interests in self-supervised learning and foundation models 

the next ML4Jets challenge?

23



RECONSTRUCTION

How to build physics objects 
from low-level detector information?
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RECONSTRUCTION

25

Tracks and calorimeter clusters

Track
ECAL or HCAL cluster

Particles

Hit-based  
ML particle-flow 
reconstruction

Cluster-based  

ML particle-flow  

reconstru
ction

Calorimeter 
clustering

Charged particle 

tracking

Raw ECAL hit
Raw HCAL hit
Raw tracker hit
Raw Muon chamber hit

Raw detector hits

Raw tracker hit
Raw ECAL hit
Raw HCAL hit
Raw Muon chamber hit

Track
Raw ECAL hit
Raw HCAL hit
Raw Muon chamber hit

Tracks and calorimeter hits

Charged hadron
Photon
Neutral hadron
Electron
Muon

5

Credits: J. Pata

https://indico.cern.ch/event/1253794/contributions/5588555/attachments/2746438/4778991/2023_11_06_hamburg.pdf
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CHARGED PARTICLE TRACKING
Charged particle tracking via edge classification with GNNs 

each hit is a node of the graph 

edges constructed between pairs of hits with geometrically plausible relations 

classify whether each edge connects hits belonging to the same track or not

26

Charged particle tracking via edge-classifying interaction networks 7
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Fig. 6 (Left) The complete IN forward-pass with the relational and object models approximated as MLPs. (Right) An example hyperparameter
scan in which a models with varying numbers of hidden units (h.u.) were trained on ?min

T = 0.7 GeV graphs.

which are decayed by a factor of W = 0.95 for ?min
T  1 GeV

and W = 0.8 for ?min
T > 1 GeV every 10 epochs.

In order to evaluate the IN edge-classification perfor-
mance, it is necessary to define a threshold X such that each
edge weight F: 2 , (G⇠$$) satisfying F: � X or F: < X

indicates that edge : was classified as true or false respec-
tively. Here, we define X

⇤ as the threshold at which the true
positive rate (TPR) equals the true negative rate (TNR). In
principle, X⇤ may be calculated individually for each graph.
However, this introduces additional overhead to the inference
step, which is undesirable in constrained computing environ-
ments. We instead determine X

⇤ during the training process
by minimizing the di�erence |TPR � TNR| for graphs in the
validation set. The resulting X

⇤, which is stored for use in
evaluating the testing sample, represents the average optimal
threshold for the validation graphs. Accordingly, we define
the model’s accuracy at X⇤ as (=TP + =TN)/=edges, where =TP

(=TN) is the number of true positives (negatives), and note
that the BCE loss is independent of X⇤.

As shown in Fig. 7, the training process results in smooth
convergence to excellent edge-classification accuracy for a
range of ?

min
T . Classification accuracy degrades slightly as

?
min
T is lowered below 1 GeV; hyperparameter studies in-

dicate that larger networks improve performance on lower
?

min
T graphs (see Fig. 6). A transfer learning study was con-

ducted in which models trained on graphs at a specific ?
min
T

were tested on graph samples at a range of ?
min
T . The re-

sults are summarized in Fig. 8, which shows that the models
achieve relatively robust performance on a range of graph
sizes. These results suggest it may be possible to train IN
models in simplified scenarios and apply them to more com-
plex realistic scenarios (e.g. without a ?

min
T cut).

4.4 Track Building

In the track building step, the predicted edge weights F: 2
, (GCOO) are used to infer that edges satisfying F: � X

⇤

represent true track segments. If the edge weight mask per-
fectly reproduced the training target (i.e. int(, (GCOO) �
X
⇤) = H), the edge-classification step would produce =particles

disjoint subgraphs, each corresponding to a single parti-
cle. Imperfect edge-classification leads to spurious connec-
tions between these subgraphs, prompting the need for more
sophisticated track-building algorithms. Here, we use the
union-find algorithm [45] and DBSCAN to cluster hits in the
edge-weighted graphs. Hit clusters are then considered to be
reconstructed tracks candidates; the track candidates are sub-
sequently matched to simulated particles (when possible). In
a full tracking pipeline, these track candidates would then be
fit to extract track parameters such as ?T and [; in this work
we use truth information for matched particles to get the
track parameters. Tracking e�ciency metrics measure the
relative success of the clustering and matching process using
various definitions. We define three tracking e�ciency mea-
surements using progressively tighter requirements to allow
comparison with current tracking algorithm e�ciencies and
other on-going HL-LHC tracking studies:

1. LHC match e�ciency: the number of reconstructed
tracks containing over 75% of hits from the same par-
ticle, divided by the total number of particles.

2. Double-majority e�ciency: the number of reconstructed
tracks containing over 50% of hits from the same particle
and over 50% of that particle’s hits, divided by the total
number of particles.

3. Perfect match e�ciency: the number of reconstructed
tracks containing only hits from the same particle and
every hit generated by that particle, divided by the num-
ber of particles.

We note that the perfect match e�ciency is not commonly
used by experiments as 100% is not realistically achievable,
but we present it to demonstrate the absolute performance of
the GNN tracking pipeline.

Figure 9 shows each of these tracking e�ciencies as
a function of particle ?T and [ for both the DBSCAN

8 G. DeZoort et al.

Fig. 7 (Left) Loss convergence for models trained on various ?min
T graphs. (Right) A model trained on ?min

T = 1 GeV graphs was used to evaluate
an unseen ?min

T = 1 GeV graph, yielding a loss of 1.52 ⇥ 10�3 and accuracy of 99.9%. 98 out of 95,160 edges were incorrectly classified; these
erroneous classifications are magnified in the figure.

Fig. 8 Models trained on various ?min
T graphs in the train_1 sample

were tested on 400 graphs from the train_3 sample at various ?min
T

thresholds.

and union-find clustering approaches. Additionally, Table 2
shows the corresponding fake rates, or fractions of un-
matched clusters relative to all clusters, across the full ?T

and [ range. The e�ciencies and fake rates are calculated
with ?

min
T = 0.9 GeV graphs. Tracking performance is rela-

tively stable at low ?T but degrades for higher ?T particles;
similar e�ects have been noted in other edge-weight-based
hit clustering schemes [40]. The tracking e�ciencies are
lowest in the neighborhood of [ = 0, indicating that perfor-
mance is worst in the pixel barrel region. This is consistent
with the observation that most edge classification errors oc-
cur in the barrel, where the density of detector modules
is significantly higher [36]. Tracking e�ciency loss around
|[ | ⇡ 2.5 corresponds to the transition region between barrel
and endcap layers. DBSCAN demonstrates higher tracking
e�ciency than union-find across all ?T and [ values and e�-

ciency definitions. This performance gap is likely due to the
additional spatial information used in DBSCAN’s clustering
routine. Moving forward, additional tracking performance
may be recovered by leveraging the specific values of each
edge weight to make dynamic hit clustering decisions. The
fake rates are relatively low for both track-building methods,
and as expected roughly increase for increasingly tight ef-
ficiency definitions. Interestingly, DBSCAN demonstrates a
lower fake rate for LHC match e�ciency while union-find
demonstrates a lower fake rate for the perfect match e�-
ciency; DBSCAN also has a larger drop in tracking e�cency
between the double match and perfect match definitions, indi-
cating that while DBSCAN identifies more track candidates,
union-find builds tracks more precisely.

E�ciency definition Union-find DBSCAN
LHC match 0.0471 ± 0.008 0.0275 ± 0.005

Double majority 0.0934 ± 0.01 0.0891 ± 0.01
Perfect match 0.0910 ± 0.01 0.1242 ± 0.01

Table 2 Overall fake rates of union-find and DBSCAN track-building
for three tracking e�ciency definitions for ?min

T = 0.9 GeV.

4.5 Inference Timing

An important advantage of GNN-based approaches over tra-
ditional methods for HEP reconstruction is the ability to
natively run on highly parallel computing architectures. The
P�G library supports graphics processing units (GPUs) to
parallelize the algorithm execution. Moreover, the model was
prepared for inference by converting it to a TorchScript pro-
gram [46]. For the IN studied in this work, the average CPU
and GPU inference times per graph for a variety of mini-
mum ?T cuts is shown in Table 3. For this test, the graphs

G. DeZoort et al.  
[Comput. Softw. Big Sci. 5, 26 (2021)]

See also: S. Farrell et al. [1810.06111]; X. Ju et al. [2003.11603];  
C. Biscarat, S. Caillou, C. Rougier, J. Stark and J. Zahreddine [2103.00916]; X. Ju et al. [2103.06995]; etc.

https://doi.org/10.1007/s41781-021-00073-z
https://arxiv.org/abs/1810.06111
https://arxiv.org/abs/2003.11603
https://arxiv.org/abs/2103.00916
https://arxiv.org/abs/2103.06995
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CHARGED PARTICLE TRACKING (II)
New approach: encoder-decoder architecture based on Transformer

27

Title Text

Transformers - Trackformer
• This model resembles closely the original transformer architecture [7]

Add & Norm

Feed Forward

Add & Norm

Fixed Query
Multi-Head
Attention

Add & Norm

Multi-Head
Attention

Add & Norm

Multi-Head
Attention

Feed Forward

Add & Norm

Embedding Embedding

Positional
Encoding

Learned
Query

Input Hits

Tracki+1

Tracki

Feed Forward

x N

x N

• Translating, e.g. English to Spanish, is a typical task for
transformer models
• This model in similar fashion translates hits to tracks

• Encoder: Encodes full event hits
• No positional embedding as hits have no particular

order 
• Fixed-query attention [8] to achieve full positional

invariance of inputs  

• Decoder: Predicts next hit in track
• Autoregressively builds the full track, starting from

a given seed

Talk by Zef  Wolffs

https://indico.cern.ch/event/1253794/timetable/?view=standard
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RECONSTRUCTION

28

Tracks and calorimeter clusters

Track
ECAL or HCAL cluster

Particles

Hit-based  
ML particle-flow 
reconstruction

Cluster-based  

ML particle-flow  

reconstru
ction

Calorimeter 
clustering

Charged particle 

tracking

Raw ECAL hit
Raw HCAL hit
Raw tracker hit
Raw Muon chamber hit

Raw detector hits

Raw tracker hit
Raw ECAL hit
Raw HCAL hit
Raw Muon chamber hit

Track
Raw ECAL hit
Raw HCAL hit
Raw Muon chamber hit

Tracks and calorimeter hits

Charged hadron
Photon
Neutral hadron
Electron
Muon

5

Credits: J. Pata

https://indico.cern.ch/event/1253794/contributions/5588555/attachments/2746438/4778991/2023_11_06_hamburg.pdf
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CALORIMETER CLUSTERING
End-to-end reconstruction for a high granularity calorimeter 

Object condensation: one-stage multi-object reconstruction 

supervised clustering of hits belonging to a shower to a “condensation point” by using attractive/repulsive 
potentials in the loss 

simultaneously predict the number of showers and their properties

29

753 Page 10 of 15 Eur. Phys. J. C (2022) 82 :753

Fig. 9 True versus predicted cluster examples in 200 pileup. In the top
two figures, a single particle is shot into the calorimeter, where the left
and right figures show the true and the corresponding matched predicted
cluster, respectively. The bottom row shows particles originating from

qq → t t collision in colors while the grey is 200 pileup. The predicted
clusters (right) are matched to the true clusters (left). Jet reconstruction
performance is studied on these true and matched clusters while the
pileup is ignored

ers, the tendency to oversplit is inherent to the nature of
hadrons which is why the hadronic efficiency drops also at
high pT when pileup is added. Therefore, to study the over-
splits, we use energy-weighted intersection over minimum
(EIOM), defined below:

EIOM(t, p) =
∑

h∈(Ht∩Hp)
eh

min(
∑

h∈Ht
eh,

∑
h∈Hp

eh)
.

Unmatched showers are all the predicted clusters with
EIOM > 0.9 with the truth-level probe particle but with
EIOU less than 0.5 and these are shown in Fig. 12. The
unmatched rate decreases steeply with the predicted pT . This
indicates that low pT clusters are split off from higher-pT
showers while most of the energy is reconstructed properly.
We note, that by adding tracking information and employ-
ing a suitable particle flow algorithm, these splits could be
re-merged, increasing the efficiency. In addition to oversplit-

123
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Fig. 8 Compute specifications of our model as a function of the amount
of pileup to run inference with one event. The left axis (blue) shows
average execution time, and the right (orange) shows the average peak
memory allocated on the GPU

In Fig. 8, we show inference time and peak GPU mem-
ory required for single particle in different pileup conditions.
The inference times are evaluated on a Nvidia V100 GPU.
For single-particle events, inference takes about 200 ms. The
inference time increases to 1.2 s or 7 s for 40 and 200 pileup,
respectively. We expect an additional significant improve-
ment of the overall inference time using edge-contraction
methods to reduce the cardinality of the hits. These refine-
ments will be considered in future work. These values should
be compared to O(1000) s taken by currently adopted algo-
rithms running on CPU, when scaled up to a 200 pileup envi-
ronment.

Inference in 40 and 200 pileup allocates an average of
only 500 MiB and 1300 MiB, respectively, on the GPU. This
opens up the possibility that our method can be deployed
on machines with less powerful GPUs with smaller VRAM.
Note that a larger GPU is required for the training stage as
memory can’t be freed up after executing a neural network
layer for backpropagation-related computations.

Here, the final inference algorithm was adapted to only
consider close-by hits using a binning approach, making its
contribution to the execution time negligible.

8 Physics performance

We evaluate physics performance in several ways by study-
ing the reconstruction performance of the individual particles
and jets. The individual particles, split in electromagnetic
particles (e− and γ ) and hadronic particles (π+), are studied
separately as they exhibit different behaviors. Reconstruc-
tion efficiency, energy response, and resolution are studied

in different pileup environments, as well as the rate of recon-
structed clusters that are either split off from the main shower
(unmatched showers). For jets, we investigate the response
and resolution in different pileup environments, assuming
per-particle pileup removal procedures are in place.

The metrics are studied as a function of the pT of the
particles and jets. The neural network is regressing only the
particles’ energy, but for the computation of their pT , we use
energy-weighted mean hit positions to estimate the particles’
direction. For consistency, we also use the same methodology
to compute truth-level pT .

Figure 9 visually shows the predictions of the neural net-
work and compares them to the truth for both individual par-
ticle reconstruction and jet reconstruction.

8.1 Particle reconstruction performance

We begin by studying the performance in 0 pileup. These
events contain only one probe truth particle and some detector
noise. The probe particle is taken from Type B simulations
as discussed in Sect. 4. We then overlay the probe particle
with 40 and 200 pileup interactions to study performance in
a more controlled fashion. While our method reconstructs all
the particles in the event, including all the particles from the
pileup, we only study the reconstruction performance of the
probe particle.

First, we match the probe shower to one of the predicted
showers by applying a hit-based matching procedure that
we already introduced in Ref. [20]. The procedure calculates
energy weighted hit-intersection over hit-union score (EIOU)
of a reconstructed cluster p and a truth shower t̂ . The pre-
dicted shower that results in the highest overlap is taken as
the matched shower ( p̂):

p̂ = argmax
p∈P

(EIOU(t̂, p)). (14)

We apply a lower threshold of 0.5 to the EIOU score to study
reconstruction efficiency which is shown in Figs. 10a and
11a for electromagnetic and hadronic particles respectively.

The efficiency rises steeply with the increase in pT in
both electromagnetic and hadronic cases. In 0 pileup, the
efficiency reaches a plateau of almost one at pT > 1 GeV
for electromagnetic particles while it remains slightly lower
for the hadronic particles with pT < 15 GeV. As expected,
because of the dense environment, the performance drops as
the pileup is increased. In 40 pileup, the reconstruction effi-
ciency of the electromagnetic particles deteriorates to around
80% at 1-15 GeV with a significant drop for pT < 1 GeV.
For the hadronic particles the reconstruction efficiency drops
to around 70% at 5-20 GeV.

The efficiency deterioration occurs when the neural net-
work oversplits the showers and these split showers fail to
satisfy the matching criterion. Unlike electromagnetic show-
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Time and 
memory usage

Truth Reconstructed

S. R. Qasim, J. Kieseler, Y. Iiyama and M. Pierini [EPJC 79 (2019) 7, 608]; J. Kieseler [EPJC 80 (2020) 9, 886]; S. R. Qasim et. al., [EPJC 82, 753 (2022)]
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Fig. 1 Pictorial representation of the data flow across the GarNet and
the GravNet layers. a The input features FIN of each vi ∈ V are pro-
cessed by a dense neural network with two output arrays: a set of learned
features FLR and spatial information S in some learned representation
space. b In the case of the GravNet layer, the S quantities are inter-
preted as the coordinates of the vertices in some abstract space. The
graph is built in this space, connecting each vi to its N closest neigh-
bors (N = 4 in the figure), using the euclidean distance di j between the
vertices to rank the neighbors. c In the case of the GarNet layer, the
S quantities are interpreted as the distances between the vertices and a
set of S aggregators in some abstract space. The graph is then built con-

necting each vi vertex to each a j aggregator, and the S quantities are the
di j euclidean distances. d Once the graph structure is established, the
f ij features of the v j vertices connected to a given vertex or aggregator

vk are converted into the f̃ ijk quantities, through a potential (function of
d jk ). The corresponding information is then gathered across the graph
and turned into a new feature f̃ ik of vk (e.g. summing over the edges, or
taking the maximum). e For each choice of gathering function, a new
set of features f̃ ik ∈ F̃LR is generated. The F̃LR vector is concatenated
to the initial FIN vector. The resulting feature vector is given as input to
a dense neural network with tanh activation, which returns the output
representation FOUT

tors back to the initial vertices, weighted by the V (d jk)

potential. This information exchange of the garnered
information through the aggregators defines the Gar-
Net name.

The full process transforms the initial B × V × FIN data
set into a B × V × FOUT data set. As common with graph
networks, the main advantage comes from the fact that the
FOUT output (unlike the FIN input) carries collective infor-
mation from each vertex and its surrounding, providing a
more informative input to downstream processing. Thanks
to the distinction between learned space information S and
learned features FLR, the dimensionality of connections in
the graph is kept under control, resulting in a smaller mem-
ory consumption than, for instance, the EdgeConv layer.

The two layer architectures and the models based on them,
described in the following sections, are implemented in Ten-
sorFlow [43].5

5 The code for the models and layers can be found in https://github.
com/jkiesele/caloGraphNN.

4 Data set

The data set used in this paper is based on a simplified
calorimeter with irregular geometry, built in GEANT4 [44].
The calorimeter is made entirely of Tungsten, with a width
of 30 cm × 30 cm in the x and y directions and a length of
2 m in the longitudinal direction (z), which corresponds to
20 nuclear interaction lengths. The longitudinal dimension
is further split into 20 layers of equal thickness. Each layer
contains square sensor cells, with a fine segmentation in the
quadrant with x > 0 and y > 0 and a lower granularity else-
where. The total number of cells and their individual sizes
vary by layer, replicating the basic features of a slightly irreg-
ular calorimeter. For more details, see Fig. 2 and Table 1.

Charged pions are generated at z = − 2 m; the x and y
coordinates of the generation vertex are randomly sampled
within |x | < 5 cm and |y| < 5 cm. The x and y components
of the particle momentum are set to 0, while the z component
is sampled uniformly between 10 and 100 GeV. The particles
therefore impinge the calorimeter front face perpendicularly
and shower along the longitudinal direction.

The resulting total energy deposit in each cell, as well
as the cell position, width, and layer number, are recorded

123

GarNet/GravNet

https://doi.org/10.1140/epjc/s10052-019-7113-9
https://doi.org/10.1140/epjc/s10052-020-08461-2
https://doi.org/10.1140/epjc/s10052-022-10665-7
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RECONSTRUCTION
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Tracks and calorimeter clusters

Track
ECAL or HCAL cluster

Particles

Hit-based  
ML particle-flow 
reconstruction

Cluster-based  

ML particle-flow  

reconstru
ction

Calorimeter 
clustering

Charged particle 

tracking

Raw ECAL hit
Raw HCAL hit
Raw tracker hit
Raw Muon chamber hit

Raw detector hits

Raw tracker hit
Raw ECAL hit
Raw HCAL hit
Raw Muon chamber hit

Track
Raw ECAL hit
Raw HCAL hit
Raw Muon chamber hit

Tracks and calorimeter hits

Charged hadron
Photon
Neutral hadron
Electron
Muon

5

Credits: J. Pata

https://indico.cern.ch/event/1253794/contributions/5588555/attachments/2746438/4778991/2023_11_06_hamburg.pdf
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PARTICLE-FLOW RECONSTRUCTION: MLPF
Global particle-flow reconstruction via node classification and regression using GNNs 

comparable performance to the baseline rule-based PF algorithm at CMS 

runtime scales linearly with input size, no quartic explosion

31

6

LSH+kNN GCN

Event as input set

X = {xi}

Event as graph

X = {xi}, A = Aij

Transformed inputs

H = {hi}

Target set Y = {yj}

�(X, A |w) = H�(X |w) = A

elementwise 
FFN

�(xj, hj |w) = y��j

Output set Y�� = {y��j}

Elementwise loss 

classification & regression

L(yj, y��j)

Graph building Message passing

Decoding








Trainable neural networks: 


 - track,  - calorimeter cluster,  - encoded element

 - target (predicted) particle,  - no target (predicted) particle

xi = [type, pT, EECAL, EHCAL, �, �, �outer, �outer, q, …], type � {track, cluster}
yj = [PID, pT, E, �, �, q, …], PID � {none, charged hadron, neutral hadron, �, e±, �±}

hi � �256
�, �, �

Fig. 3 Functional overview of the end-to-end trainable MLPF setup with GNNs. The event is represented as a set of detector elements xi. The
set is transformed into a graph by the graph building step, which is implemented here using an locality sensitive hashing (LSH) approximation of
kNN. The graph nodes are then encoded using a message passing step, implemented using graph convolutional nets. The encoded elements are
decoded to the output feature vectors y j using elementwise feedforward networks.

We have a joint graph building, but separate graph con-
volution and decoding layers for the multi-classification and
the momentum and charge regression subtasks. This allows
each subtask to be retrained separately in addition to a com-
bined end-to-end training should the need arise. The classifi-
cation and regression losses are combined with constant em-
pirical weights such that they have an approximately equal
contribution to the full training loss. We use categorical
cross-entropy for the classification loss, which measures the
similarity between the true label distribution c j and the pre-
dicted labels c

0
j
. For the regression loss, we use componen-

twise mean-squared error between the true and predicted
momenta, where the losses for the individual momentum
components (pT,h ,sinf ,cosf ,E) are scaled by normaliza-
tion factors such that the components have approximately
equal contributions to the total loss. It may be beneficial to
use specific multi-task training strategies such as gradient
surgery [63] to further improve the performance across all

subtasks and to reduce the reliance on ad-hoc scale factors
between the losses in a multi-task setup.

The multi-classification prediction outputs for each node
are converted to particle probabilities with the softmax op-
eration. We choose the PID with the highest probability for
the reconstructed particle candidate, while ensuring that the
probability meets a threshold that matches a fake rate work-
ing point defined by the baseline DELPHES PF reconstruc-
tion algorithm.

The predicted graph structure is an intermediate step in
the model and is not used in the loss function explicitly—
we only optimize the model with respect to reconstruction
quality. However, using the graph structure in the loss func-
tion when a known ground truth is available may further
improve the optimization process. In addition, access to the
predicted graph structure may be helpful in evaluating the
interpretability of the model.

Figure 1: One simulated tt event with pileup under LHC Run 3 conditions, reconstructed with
particle flow (top) and machine-learned particle flow (bottom). The trajectories correspond to
the particle flow candidates extrapolated to the ECAL surface, with candidates of di↵erent type
shown in di↵erent colors. We also show the ECAL detector surface (cyan) and the muon stations
(blue).

Table 1: Simulation samples used for optimizing the MLPF model.

Sample fragment PU Configuration MC events
Top quark-antiquark pairs (tt) Flat 55–75 20 k

Z ! ⌧⌧ all-hadronic Flat 55–75 20 k
Single electron flat pT 2 [1, 100]GeV No PU 400 k
Single muon flat pT 2 [0.7, 10]GeV No PU 400 k

Single ⇡
0 flat pT 2 [0, 10]GeV No PU 400 k

Single ⇡ flat pT 2 [0.7, 10]GeV No PU 400 k
Single ⌧ flat pT 2 [2, 150]GeV No PU 400 k
Single � flat pT 2 [10, 100]GeV No PU 400 k

J. Pata et. al., 
ACAT 2021, 2203.00330

See talk by J. Pata on Monday

https://arxiv.org/abs/2203.00330
https://indico.cern.ch/event/1253794/contributions/5588555/attachments/2746438/4778991/2023_11_06_hamburg.pdf
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PARTICLE-FLOW RECONSTRUCTION: HGPFLOW
What if multiple clusters should be associated to multiple particles? ==> Hypergraph

32

3 N. KakatiWeizmann Institute of Science

Event Reconstruction: HGPflow

Reconstructed ParticlesTruth Particles from  
collision/simulation

Detector data 
(Cells, tracks,…)

E1

E2

E1

E2

5 N. KakatiWeizmann Institute of Science

HyeprGraph 101
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5

Hypergraph Bipartite graph
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5

Nodes Hyperedges

Incidence matrix

Hyperedges

No
de

s

N. KakatiWeizmann Institute of Science 11

Detector data
(Cells + tracks)

Particles

Putting it all together (HGPflow)

Corrected  
+

class (ch had, e, mu)

pT, η, ϕ

ch 
par

ticl
es

With 
tra

ck

neut particles
No trackTCs +

tracks

Compute 
 pT, η, ϕ

GNN HGNN

NN

Corrected  
+

class (nu had, )

pT, η, ϕ

γ

Compute 
 pT, η, ϕ NN

Encoding
(Important for ML) Analogous to Classical PF Calibration + particle identification

See talk by N. Kakati 
on Monday

https://indico.cern.ch/event/1253794/contributions/5588629/attachments/2746927/4779911/HGPflow_nilotpal.pdf
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ML FOR RECONSTRUCTION
Almost all reconstruction models are based on point clouds and using graph networks / Transformers 

however, with varying approaches for different tasks 

Open questions: 

can we unify the approach for all task? Or each task is different? 

so far nearly all models are fully supervised  

requiring highly detailed simulation truth information, which are not always so straightforward to define 

any possibilities for less supervision? Self-supervision? Optimal Transport? …? 

leading toward future colliders — interplay with detector optimization? Another area for software-hardware co-design?

33

MLPF
Tracking,
HGPflow

Calo clustering 
(object condensation)
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OPEN DATASETS AND BENCHMARKS
Open datasets and common benchmarks are crucial for ML researches 

and have been an extremely successful tradition of ML4Jets 

top tagging landscape, LHCO anomaly detection, CaloChallenge, … 

nice to see large-scale datasets (such as JETCLASS) start to gain some traction in the community 

self-supervised learning via “Masked Particle Modelling”: see talk by Matthew Leigh 

generative models for jets beyond pure kinematics: see talk by Joschka Birk

34

Beyond Kinematics: Generating Jets with Particle-ID and Trajectory Displacement InformationJoschka Birk

• JetClass dataset [1] opens new possibilities for generative modeling prototyping 
• significantly larger dataset than JetNet 

• more features that can be investigated


• Our flow-matching based model accurately generates jets from the JetClass dataset 
• One model for all 10 jet types 
• Generated jet constituents include Particle-ID and trajectory displacement information

11

Summary

[1] Qu et al. (2022) "JetClass: A Large-Scale Dataset for Deep Learning in Jet Physics"

Masked modelling
Fine tune on pretraining set

• Select N events and fine tune

• The backbone model 
outperforms from scratch

• 10x more data efficient at 60% 

• For reference ParT on full 108 
samples gets around 85%

14

Labelled dataset size

https://zenodo.org/records/6619768
https://indico.cern.ch/event/1253794/contributions/5588564/attachments/2746940/4779937/MPM.pdf
https://indico.cern.ch/event/1253794/contributions/5588543/attachments/2747388/4780883/ML4Jets_Beyond_Kinematics_Flow_Matching.pdf
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OPEN DATASETS AND BENCHMARKS (II)
Even more open datasets coming this year 

and not only datasets, but also open simulation / data generation toolchains (COCOA, REDVID, ODD, …)
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Tracks and calorimeter clusters

Track
ECAL or HCAL cluster

Particles

Hit-based  
ML particle-flow 
reconstruction

Cluster-based  

ML particle-flow  

reconstru
ction

Calorimeter 
clustering

Charged particle 

tracking

Raw detector hits

Raw tracker hit
Raw ECAL hit
Raw HCAL hit
Raw Muon chamber hit

Track
Raw ECAL hit
Raw HCAL hit
Raw Muon chamber hit

Tracks and calorimeter hits

Charged hadron
Photon
Neutral hadron
Electron
Muon

CLIC in EDM4HEP, ~2.6TB

• full stats, full details

• 5 physics samples, ~1M events each

• 7 gun samples, ~100k events each

tracks & clusters, ML format, ~50GB

• full stats, coarse events


• genparticles

• tracks and calorimeter clusters

• PF candidates


• ML-friendly TFDS format

tracks & calo hits, ML format, ~5GB

• reduced stats, granular events


• genparticles

• tracks and calorimeter hits

• PF candidates


• ML-friendly TFDS format

• https://doi.org/10.5281/zenodo.8260741

• https://doi.org/10.5281/zenodo.8414225

• https://doi.org/10.5281/zenodo.8409592 

Open datasets!

15

See talk by J. Pata See talk by A. Zaborowska

Complete system

Extension of the detector description to the other sub-systems:
• Electromagnetic calorimeters

• Hadronic calorimeters

• Muon system [work-in-progress]

Barrel + endcap system covering |⌘| < 3.
6/16

https://arxiv.org/abs/2303.02101
https://arxiv.org/abs/2309.03780
https://indico.cern.ch/event/1253794/contributions/5588601/attachments/2748206/4782808/ml4jets_ODD.pdf
https://indico.cern.ch/event/1253794/contributions/5588555/attachments/2746438/4778991/2023_11_06_hamburg.pdf
https://indico.cern.ch/event/1253794/timetable/?view=standard#39-open-data-detector-public-d
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OUTLOOK: A UNIFIED FLOW?

A foundation model for both directions? 

or less ambitiously:  

a common representation / (pre-trained) backbone for subsets of the problems, such as simulation vs. reconstruction?
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• We find both proof-of-concepts as well as  
established use cases (→ MadNIS)

Take-home message

Summary and Outlook

• ML beneficial in every step in the simulation chain

• Interesting interplay between HEP and ML

ℒ
Theory Shower EventsHard process Hadronization Detectors

    → HEP simulations provide ~infinite data for ML
  → HEP requirements (precision, symmertries,…) 
       different than industry applications

Future tasks

• Make everything run on the GPU and 
differentiable (MadJax - Heinrich et al. [2203.00057])

• Full integration of ML-based simulations into 
standard tools → MadGraph,….

• Further foster collaboration between  
theory, experiment, and ML community

Generation, Simulation, …

Reconstruction, Unfolding, …

Forward

Inverse

Credits: R. Winterhalder

https://indico.cern.ch/event/1253794/contributions/5640861/attachments/2746361/4778845/lhc_sim_rw.pdf

