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1 Deployment of the new tape storage system at GridKa
2 Integration of data produced at opportunistic HPC resources into CMS data management system
3 Provisioning of opportunistic resources connected to GridKa
4 Integration of GPU resources at GridKa into CMS grid infrastructure
5 Recent developments of the meta-monitoring framework HappyFace
6 Maintenance, monitoring and operation tasks
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Switched to new tape library in March 2022
Larger tape capacity: 8 → 20 TB
Higher tape drive speed: 150 → 400 MB/s
1 PB disk buffer as part of the system
In full operation for CMS, Belle 2, and LHCb

Data from the old system fully migrated for
CMS, Belle 2, and LHCb

Migration for ATLAS started in June 2022
→ More than a half migrated until now

Planning to finish migration for ALICE and
ATLAS by the end of 2023 top: tape cartridge & drive, bottom: tape library at KIT (current total capacity: 169 PB)

Important milestone for GridKa!
Due to close collaboration between GridKa & experiment representatives (including ATLAS & CMS)
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Deployment of new tape storage at GridKa
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Write request:
Incoming file transfer at dCache disk pool
Written from dCache to HPSS disk buffer
Read back for checksum consistency test
Within HPSS, writing to tapes initiated
afterwards in file aggregates

Read request:
File read requests appear at dCache pool
Requests grouped by tape & aggregate
Entire aggregates read from tapes to
HPSS disk buffer
Files read from HPSS disk to dCache pool
Before sent out by dCache, checksum test
is performed for each file

write
request

read
request

write readchecksum

checksum

write read

dCache Pool

HPSS Disk Buffer

HPSS Tapes

Files < 10 GB in the same directory collected
into aggregates of up to 300 GB

more details

Important fraction of in-house written interface done by ATLAS & CMS representatives
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Schematic overview of GridKa tape system
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Reading from tapes (07 - 13.03.2022)

Production Input
Placement Activity

Not ready
for

staging
until

21:00 CET

No read
transfers
between
HPSS &
dCache

Switch to operation for CMS just in time

Good opportunity to test the system and fix
remaining issues

Writing to tapes (14 - 28.03.2022)

Deployed additional improvements
→ Load-balanced operation of dCache pools

CMS didn’t push our tape system to the limits

dCache
downtime

Primary Pool

Fallback Pool
Load-balanced Pools

Overlayed with
Production Output

placement
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Testing tape system during tape challenge 2022
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Achieved high total rates during normal operation
→ 2.7GB/s reading, 1.5 GB/s writing

Reading/writing rate per drive at 300 - 400 MB/s
→ as expected

Take-away from the challenge
New tape system performs well

Adjustments successfully applied during the challenge

Good opportunity to test the limits of the system

Average rate: 1.81 GB/s

Average rate: 2.72 GB/s

R
eading

W
riting
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Performance for CMS at tape challenge 2022
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User storage:

Usually disk storage, unmanaged,
very limited, and without a backup
→ not suitable for long-term preservation

Prominent use-case: intermediate space for
analysis output

Central CMS storage:

Both disk & tape storage available

Centrally managed by CMS via Rucio
→ Possibility to replicate to tape & other sites User Storage CMS Storage

CMS Storage

CMS Storage

CMS Storage

CMS Storage
User Storage

User Storage

User Storage

User Storage

Problem
How should validated user data provided to the full CMS collaboration be secured & preserved?
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Grid storage concepts for CMS
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First large-scale show-case for the problem:

τ-embedded datasets produced at opportunistic HPC
resources at KIT (in total about 30 TB)

τ-embedding method published in JINST 14 (2019) 06,
P06032 after careful validation

Since then, cited in publications & used in CMS analyses
→ Contribution relevant to the entire CMS collaboration

Solution to backup & secure these datasets
With the CMS data management team, we agreed upon a
procedure to put τ-embedded datasets on CMS storage

All datasets are now on disk & tape at GridKa, and can be
replicated to any other site!
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Elevation of user data to CMS-managed storage
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KIT Tier 3
(TOpAS)

HTCondor-CE 
cloud-htcondor-ce-1-kit 

HTCondor 
OBS 

GridKa

entry points

Bonn Tier 3
(BAF) 

LMU Munich 
OpenStack 

Bonn HPC
(BONNA) 

KIT HPC
(HoreKa)

HTCondor-CE 
cloud-htcondor-ce-2-kit 

Munich 
C2PAP 

Texas, USA
(Lancium)

While fulfilling pledges made by experiments,
Additional opportunistic resources provided to experiments as a natural extension of GridKa
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Opportunistic resources connected to GridKa
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Average monthly contribution of a German ATLAS University Tier 2 in 2022
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Amount of CPU hours in 2022 ≈ 50% of a usual contribution from a German ATLAS Tier 2 site!
Can you spot the difference? → Less hours in Sep 2022 in the "By Site" plot due to data with a missing site tag ;-)
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Usage of opportunistic resources in 2022
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Several GPU’s deployed at GridKa TOpAS cluster
and provided to entire CMS through the grid

24 × Nvidia A100
24 × Nvidia V100
8 × Nvidia V100S

GPU workflows sent by CMS were successfully
completed

High Level Trigger Test Workflow
Release Validation Workflow

In addition, CMS users can access our GPU’s from
grid with CMS analysis tools

Conclusion
We are well prepared for heterogeneous computing era!
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GPUs at GridKa made available for CMS
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Ideas behind monitoring with HappyFace:
Summarize & correlate information from
different sources at one place
Provide details for expert usage
A comprehensive view to non-experts
Fast and simple development

Recent HappyFace 4 started in 2018
→ Sucessfully operated since several years

Continuous developments by
students & post-docs

In 2022, several new modules introduced

Use-case at ETP institute
Important tool to monitor CMS at GridKa!

Don’t panic
Red ≠ GridKa broken!
→ Should rather have a look at the issues

All red and yellow issues known &
understood :-)
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Recent developments of HappyFace
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Overview on completed jobs at GridKa & subsites

Details on failed jobs including their properties & a protected link to log files

link to the module
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HappyFace: monitoring of CMS jobs

GridKa-CA Certification Policy and Certification Practice Statement Version 1.9

GridKa-CA

Certificate Policy 
and 

Certification Practice Statement

Document Identifier 1.3.6.1.4.1.2614.5548.1.1.1.9

Document Version 1.9

August 2013

Ursula Epting

https://happyface.etp.kit.edu/categories/Batch%20System/


Maintenance, monitoring and operation - bread & butter work of an administrator.
At GridKa, it includes:

Continuous monitoring of all GridKa components, using primary sources, and HappyFace
→ Organisation of 24/7 shifts at ETP, on-call duties at SCC, etc.
In case of incidents:

Reporting at ETP, to administrators & experts at GridKa/SCC, or to the CMS computing team
→ Very important: make experts at CMS or at GridKa aware of problems proactively
If possible, resolving the issue by ourselves to prevent more complications
Example: Summer 2022 was too hot to handle for the CPU machines at GridKa
→ Thanks to fast reaction of GridKa experts, nothing bad happened, since machines were off in time

Active participation in events at the computing center → (Un-)planned downtimes at GridKa,
CERN tape challenges, benchmark tests, deployment of hardware & software, etc.
Working on tickets from CERN: 27 closed CMS GGUS tickets between Oct 2021 and Dec 2022

Made possible with a good team of shifters & close communication with experts at CMS & GridKa!
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Maintenance, monitoring and operation
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Year 2022 was evenful for us at KIT & GridKa → a lot of milestones achieved, a lot of work done
Important for that was close collaboration of everyone involved:

Students (from Bachelor to PhD) taking part in developments
Team of shifters (PhD students & post-docs) looking at GridKa 24/7
Experiment representatives at GridKa to make contact between experiment & site
Team of administrators & experts at GridKa, and the computing teams of the experiments
Everyone from higher management (professors, department leaders, etc.) setting the conditions

Looking forward to the year 2023!
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Summary
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Backup
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Request files

Determine
location

Get from library

O R A C L E  D A T A  S H E E T

StorageTek SL8500
Modular Library System

K E Y  F E A T U R E S

A COMPREHENSIVE HIGHLY

If your storage requirements are rapidly outpacing you

probably need to simplify your data access strategy w

staff levels. Oracle’s StorageTek SL8500 modular libra

foundation of this strategy. With the StorageTek SL85

can streamline its operations while maximizing availab

all with minimal cost and disruption but with a maximu

flexibility.

Meet Data Growth Head On

StorageTek SL8500 is the world’s most scalable tape library, 

to 1.2 EB native (or 3 EB with 2.5:1 compression), making it a

compact option for intelligent archiving of vital corporate infor

as no surprise, given that Oracle archives more data than any

world.

Because scheduled downtime is unacceptable in many enter

StorageTek SL8500 offers the industry-leading ability to grow

system's RealTime Growth feature means that additional slot

robotics to serve them—can be added while the original Stora

library system continues to operate. Capacity-on-demand cap

tap into physical capacity incrementally, so you can grow at y

for the capacity you need. Thus, with the StorageTek SL8500

Put
into
drive

Stage to disk/flash

Bring back
to library

once finished
reading

Provide
to

user

START
HERE

Storing currently
about 100 PB

at SCC

About 1-3 PB
buffer
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Reading from Tape
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Request tape

Find suitable
location

Get the tape

O R A C L E  D A T A  S H E E T

StorageTek SL8500
Modular Library System

K E Y  F E A T U R E S

A COMPREHENSIVE HIGHLY

If your storage requirements are rapidly outpacing you

probably need to simplify your data access strategy w

staff levels. Oracle’s StorageTek SL8500 modular libra

foundation of this strategy. With the StorageTek SL85

can streamline its operations while maximizing availab

all with minimal cost and disruption but with a maximu

flexibility.

Meet Data Growth Head On

StorageTek SL8500 is the world’s most scalable tape library, 

to 1.2 EB native (or 3 EB with 2.5:1 compression), making it a

compact option for intelligent archiving of vital corporate infor

as no surprise, given that Oracle archives more data than any

world.

Because scheduled downtime is unacceptable in many enter

StorageTek SL8500 offers the industry-leading ability to grow

system's RealTime Growth feature means that additional slot

robotics to serve them—can be added while the original Stora

library system continues to operate. Capacity-on-demand cap

tap into physical capacity incrementally, so you can grow at y

for the capacity you need. Thus, with the StorageTek SL8500

Put
into
drive

Write to tape
once available

Bring back
to library

once finished
writing

Write
files to

disk/flash

START
HERE

Storing currently
about 100 PB

at SCC

About 1-3 PB
buffer
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Writing to Tape
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Thanks to the Rucio development team, datasets are in the CMS data management system now

Prerequisites:
CRIC (group:pog_tau) & Rucio (pog_tau_group) accounts,
both linked with a CERN e-group (cms-embedding-pog-tau)
Set quota for this group at a site in Rucio (together with site admins). Our case: T1_DE_KIT_Disk
Setup dataset schemes (naming, blocks, USER datatier, file paths) that comply CMS conventions

Provide a list of (remote) file paths to the files per dataset, where they are currently stored

Let CMS O&C admins register the dataset in Rucio. Done in case of τ-embedding:

rucio list-dids --filter 'type=CONTAINER' group.pog_tau_group:*

Files copied to /store/group/rucio/<rucio-group-account-name> as defined by Rucio rules:

rucio list-rules --account pog_tau_group

Afterwards, datasets can be replicated to other sites or tape storage. Our case: T1_DE_KIT_Tape
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Run 2 UL τ-embedded datasets at CMS storage
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> rucio list-dids --filter 'type=CONTAINER' group.pog_tau_group:*

+----------------------------------------------------------------------------------------------------------------+-------------------+

| SCOPE:NAME | [DID TYPE] |

|----------------------------------------------------------------------------------------------------------------+-------------------|

| group.pog_tau_group:/EmbeddingRun2016-HIPM_B_ver1/ElMuFinalState-inputDoubleMu_106X_ULegacy_miniAOD-v1/USER | DIDType.CONTAINER |

...

+----------------------------------------------------------------------------------------------------------------+-------------------+

> rucio list-rules group.pog_tau_group:/EmbeddingRun2018B/MuTauFinalState-inputDoubleMu_106X_ULegacy_miniAOD-v1/USER

ID ACCOUNT SCOPE:NAME ... STATE[OK/REPL/STUCK] RSE_EXPRESSION ... CREATED (UTC)

-------------------------------- ------------- ---------------------------------------... ---------------------- ---------------... -------------------

ca9299715c6a4eef9385de7b0c640a37 pog_tau_group group.pog_tau_group:/EmbeddingRun2018B/... OK[117/0/0] T1_DE_KIT_Disk ... 2022-12-16 16:16:16

36e419b3daf043c9ac4f22137fac5b6d pog_tau_group group.pog_tau_group:/EmbeddingRun2018B/... OK[117/0/0] T1_DE_KIT_Tape ... 2023-01-12 16:52:42
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Glimpse on Rucio content
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GPU HLT Test Workflow
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GPU RelVal Workflow
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Overview on queued data volume to GridKa tape system

Details on individual requests their properties & a protected link to request page

link to the module
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HappyFace: monitoring CMS data requests
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Overview on transfer error types (incoming to GridKa tape) grouped by rating & remote sites

Details on individual errors including their properties, failure reason & a protected link to log files

link to the module
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HappyFace: monitoring CMS transfer errors
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Overview on completed jobs at GridKa & subsites

Details on failed jobs including their properties & a protected link to log files

link to the module
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HappyFace: monitoring of CMS jobs
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GGUS Tickets
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