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Anomaly Detection

« ML based technique for detecting data pattern anomalies

« Very useful for monitoring data
« Applicable on time-series metrics and/or logs
« Allow correlation of different datasets
* Help to identify misbehaviours
« Decrease the reaction time

L eads to prevented failures and improved reliability!
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ADMON Motivation and Objectives

-~

~

Improve the
monitoring experience

Allow users and Service
Managers to detect and
prevent outages as early as
possible

Improve the performance and
stability of services by
improving their monitoring

/

/ Make AD widely \

accessible

* Provide common
infrastructure for processing
AD models for IT Monitoring
(MONIT) data

« Simplify the access to fresh IT
Monitoring data and
generate results on recent
events

« Export the AD results to the IT

\Monitoring infrastructure /

/Consolidate ongoing woh

and efforts within IT / WLCG

* Integrate already available
tools and services provided
within CERN IT

 Reduce the overhead of
building and maintaining
custom ML infrastructure and
tools

« Set ground for sharing know-
how on already developed and
proven algorithms and models
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Architecture
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Input Data Processing

1. Filter, Select, Rename
E.qg.: filter for type ‘msg’

time cola host

1311113

2. Join over time window

E.g.: Window of size 5 with average

time colb host

time cola host
a

b
a
b

time cola colb host
3 a

5 b
3 a
T b

3. JSON payload

E.g.: Payload of host “a”

{
metadata: {

host: a
h
data: [
{
time: 0,
col a: 2,
colb: 3
| X
time: 5,
col a: 4,
colb:3

}
]
}




ADMON API

1.Create SourceConfig

1 from admonapi import SourceConfig

2

3 sc_gled = SourceConfig(

4 "collectd", "raw", "monitoring",

5 select=["timestamp", "value", "host"],

6 filter_expression="topic=="xrootd_raw_gled"'"
7 rename={"value": "gled_value"}

8 )

9 sc_alice = SourceConfig(

8 "collectd”, "raw", "monitoring”,

11 select=["timestamp", "value", "host"],

12 filter_expression="topic=="xrootd_raw_alice'",
13 rename={"value": "alice_value"}

14 )

2.Create InputDataConfig

1 from admonapi import InputDataConfig

2

3 input_data_config = InputDataConfig(

4 source_configs = [sc_gled, sc_alice],
5 agg_interval_seconds = 388,

6 agg_method = "avg",

7 group_by = ["host"]

g8 )

3.Load data from HDFS

from admonapi import DataSource

]
2
3 data_source = DataSource(spark, input_data_config)
4

end_timestamp)

Result document

{

"metadata": {
"host": "monit-kafkay-1182¢933d6.cern.ch”,

"agg_interval_seconds": "388",
"agg_method": "avg"

} [}

"data": [

{"timestamp": 1652169600008, "gled_value": 1484328

{"timestamp": 1652169960888, "gled_value": 1189512.
{"timestamp": 1652176260880, "gled_value": 11378
{"timestamp": 1652170500080, "gled_value": 18336.
{"timestamp": 1652178860688, "gled_value": 11548
{"timestamp": 1652171168888, "gled_value": 112886
{"timestamp": 1652171460880, "gled_value": 11147
{"timestamp": 1652171760880, "gled_value": 13389
{"timestamp": 1652172000080, "gled_value": 12769
{"timestamp": 1652172360800, "gled_value": 13392.
{"timestamp": 1652172660800, "gled_value": 13846 .
{"timestamp": 1652172960880, "gled_value": 14844 .
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Users can use these data for developing their model
The same schema will be received for model inference
Further transformation functions can be applied by the user

data_frame = data_source.read_hdfs(start_timestamp,
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ADMON API

4.Create Project and DetectionEntity

1 project = Project.create(

2 title="XRootD Anomaly Detection", ADMON DOCS:
3 project_url="https://admon.docs.cern.ch”, .

4 description="Anomaly detection on XRootD data based on correlation.", (httDS.//admon.dOCS.Cern.Ch/)
5 is_private=False,

6 egroup="admon-dev"

7))

8

9 de = DetectionEntity.create(

18 project=project,

11 title="XRootD Anomaly Detection for 1 hour intervals",

12 interval_minutes=68,

13 sliding_interval_minutes=15,

14 input_data_config=idc,

15 inference_model="xrootd-model”,

16 inference_namespace="admon-dev",

17 monit_producer="admon",

18 monit_label: {"admon_entity": "xrootd_with_join"}

19 )

Final step: Create InferenceService with Transformer in Kubeflow
« Build Docker image containing your transformation functions
« Train and store prediction model in S3

Kubeflow

CERN
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https://admon.docs.cern.ch/

Project summary

« Simplifies feature engineering and developing AD models
* Integrates the MONIT HDFS storage through Python APl in SWAN
* Provides aggregation of multiple data sources into a single dataset

 Automates the model inferencing using the provided configuration
* Removes the effort of developing and maintaining own ML pipelines
* Based on standard IT tools (SWAN, Kubeflow, IT Monitoring)

 Applies on fresh MONIT data and sends results back to MONIT
« Allows earlier detection of potential problems

« Scalable infrastructure able to cover more load in case of demand
« Spark based process running in Kubernetes cluster

« Standard API allows sharing configurations between Service Managers

 Project has been completed and ready-to-use infrastructure is archived

CERN
\
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United Nations Institute
for Training and Research

Application: United
Nations Satellite Centre
(UNOSAT)

Edoardo Nemni, Data Scientist
Taoyuan Liu, ML Trainee

10/03/2023, CERN IT Machine Learning Infrastructure Workshop

®
UNOSAT
United Nations
Satellite Centre



Background of damage assessment from satellite .
imageries UNOSAT

« Accurate information about the extent of building damage is essential
for humanitarian relief and disaster response

« Application: urban planning, population and growth estimation, damage
assessment, etc...

« Multi-temporal (pre- and post-) high-resolution satellite images can be
used but there are complex challenges:

e ST et e S

Tsunami Wildfire
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Score Label Visual Description of the Structure

Undisturbed. No sign of water, structural damage,
0 No damage shingle damage, or burn marks.

Building partially burnt, water surrounding the
structure, volcanic flow nearby, roof elements
1 Minor damage  missing, or visible cracks.

Partial wall or roof collapse, encroaching volcanic
flow, or the structure is surrounded by water or
2 Major damage mud.

Structure is scorched, completely collapsed,
partially or completely covered with water or mud,
3 Destroyed or no longer present.

https://xview2.org/




UNOSAT DamFormer Architecture 4 St lab

UNOSAT
Training
#F g L mmEmEmeEmeEmeEmeEm_m—m— L ‘
I Siamese Encoder | Dual-tasks Decoder ﬁ

Lipsawple & Coseal

xBD Dataset

Transformer
Block IV

i O . O . .

Deploying CERN Server

https://arxiv.org/pdf/2201.10953.pdf
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Requirement 4. & openlab

UNOSAT

« Batch Size: 8

« GPU memory usage: 28 GB

* GPU required: 2*T4 or 1* V100s

 Data transfer worker: 4

 Training time required per epoch: 1 hour

» Epochs required for global best convergence: 100+
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ml.cern.ch positive experience %, openlab

UNOSAT

« High availability: Kubernetes supports high availability and self-healing. If a
container or node falils, the system can automatically restart or migrate
containers to keep the application available.

» Elastic scaling: Using a Kubernetes cluster makes it easy to scale compute
resources for training tasks to meet training needs of different sizes
without having to manually manage resources.

« Unified management: Using a Kubernetes cluster allows you to unify the
management of different types of containers and applications, thereby
Improving management efficiency and reducing complexity.



]
ml.cern.ch challenges %,# openlab

UNOSAT

« Availability of ml.cern.ch
 Max idle time < 24h

 Network communication problems: Network communication problems can
arise when the cluster suddenly loses connection to /eos, leading to data read
errors and program interruptions. To mitigate this issue, we have implemented a
try/except method to read data that allows for a buffer margin in the event of a
reading failure.

« Pods communication problems: For a multi-pods tasks, if a ﬁod experiences
an error, it can cause all other pods to pause and wait for the faulty pod to
reconnect and resume tralnlng. However, the current distributed” trainin
Initialization method of NCCL+:/env (the default method used in the CER

cluster) can cause the error pod to be unable to determine its own rank number
after reconnection. This is because the rank number is randomly assigned durin
Initialization. To address this issue, we suggest recording the rank number o
Initialized pods or modifying the initialization method in the code.
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Cloud Anomaly Detection

D. Giordano (CERN)




Objective of the Project

Q  Reliably detect anomalies in the CERN Cloud using time series monitoring data

— Evaluate different algorithms suitable for the Cloud case

— Use unsupervised technigques: lack of labelled datasets rules out supervised approaches

Q& Provide Cloud service managers with an Anomaly Detection System

— Implement a production pipeline

Q  Project executed during 2020/2022

The Anomaly Detection System is in production since then

10/03/2023

C\E/RW D. Giordano (CERN) ML Workshop
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Anomaly

X Worked on two complementary areas of an Anomaly Detection System

X Data Analytics Pipeline: produce the anomaly results

Detection System:

Design Concept

Deep learning

o] : to label data and create benchmark dataset Domain Expert
Feedback
Individual Methods - l
(@) :
Data Data Unsupervised Anomaly 2| Anomalies Monitoring
—> . P . © ;
source Preparation Detection Methods — c*/:) Dashboards
. )
Traditional o) Labelled
& Datasets
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C\E/RW D. Giordano (CERN)
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Quantitative Evaluation (Benchmark)

ML Workshop

10/03/2023




Anomaly Detection System: Technologies

Leverage technologies available in the CERN IT infrastructure
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Why Airflow?

O AD_PIPELINE_ALL_CLOUD

®13 Graph View & Task Duration = Task Tries < Landing Times = Gantt A\ Details <> Code
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ML Workshop

Convenient for its easy deployment, scheduling

and monitoring

DAGs to declare Training / Inference stages
Airflow running in Docker containers

» Images built by GitLab CI/CD

* Orchestrated by Docker Compose

» Optional creation of local DEV Elasticsearch

container

At the time of the project Kubeflow @CERN did not

include the whole functionalities we needed
* eg. Spark-Kubeflow integration

» Today we would probably start from Kubeflow

10/03/2023




Considerations / Challenges

A key aspect for a rapid progress of the work has been

— Integration and portability of tools: ability to develop, test, run using the same approaches
* The developed code could run in notebooks, Gitlab CI/CD, production deployment

— Modularity of the ML libraries to easily include new algorithms

Challenges
— Size and quality of the annotated datasets is vital

» Need tools to automatically include users' flags into the labelling task

C\E/RW D. Giordano (CERN) ML Workshop 10/03/2023
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CERN

NOTED and NL

CERN IT Machine Learning Infrastructure Workshop

10t March 2023
Carmen Misa Moreira and Edoardo Martelli



Network Optimized Transfers of Experimental Data

NOTED: framework that dynamically improves network
performances for large, on-going, long-lasting data transfers

=~ Transfer Network Network
I — EA - 3
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Data Transfers

- The current NOTED implementation works only with FTS

- NOTED queries FTS via the CERN MONIT Infrastructure

- Relevant parameters collected:

- {source se, dest se}: source and destination endpoints involved in the transfer
- {throughput, filesize avg}: throughput [bytes/s] and filesize [bytes] of the transfer
- {active count, success rate}: number of TCP parallel flows and successful rate of the transfer

- {submitted count, connections}: number of transfers in the queue and maximum number of transfers
that can be held

CE/RW
\

S


https://monit.web.cern.ch/

Machine learning

Machine Learning LSTM has been tested to better estimate the duration and
the size of the transfers

Work in progress



“Plain” NOTED in actions

LHCONE 31th of August 2022
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Traffic forecast with LSTM

Long-Short Term Memory Machine Learning Algorithm
Traffic Forecasting
LHCOME 31th of August 2022

Hyperparameters: Look back:1, Epochs:1, Batch size:1
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Traffic forecast with LSTM

Long-Short Term Memory Machine Learning Algorithm
Traffic Forecasting
LHCOME 31th of August 2022

Hyperparameters: Look back:1, Epochs:100, Batch size:16
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Traffic forecast with LSTM

Long-Short Term Memory Machine Learning Algorithm
Traffic Forecasting
LHCOME 31th of August 2022

Hyperparameters: Look back:20, Epochs:1, Batch size:1
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Layers of the LSTM network

The LSTM network has:

- a visible layer with 1 input,

- a hidden layer with 4 LSTM blocks or neurons,

- an output layer that makes a single value prediction

The sigmoid activation function is used for the LSTM blocks
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Execution details

Look back: 1 Epochs: 1 Batch size: 1

CPU times: user 3.45 s, sys: 120 ms, total:3.57s
Peak memory: 711.70 MiB

Train Score: 15.77 RMSE

Test Score: 11.37 RMSE

Length of train dataset: 821

Length of test dataset: 353

Look back: 1 Epochs: 100 Batch size: 16

CPU times: user 16.3 s, sys: 578 ms, total:16.8s
Peak memory: 816.57 MiB

Train Score: 6.96 RMSE

Test Score: 5.59 RMSE

Length of train dataset: 821

Length of test dataset: 353

Look back: 20 Epochs: 1 Batch size: 1

CPU times: user 5.57 s, sys: 138 ms, total:5.7s
Peak memory: 823.27 MiB

Train Score: 11.83 RMSE

Test Score: 9.22 RMSE

Length of train dataset: 821

Length of test dataset: 353

10



Future research

Use autoencoders and transformers

Make predictions in real time

11



Questions?

edoardo.martelli@cern.ch
carmen.misa@cern.ch
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Foundation Model

Renato Cardoso, Sofia Vallecorsa

Work realized in collaboration with IBM

1, CERN

s = openlab 17 March 2023 Renato Cardoso | Foundation Model



Foundation Models

A model trained on broad data and adaptable to a range of different downstream tasks, zero-shot, few-shot learning.

* Foundation Models concepts:
» self/semi-supervised learning + transfer learning but at scale: Tl
 Billions of parameters and gigabytes of data @ 3.
+ Large and diverse datasets — powerful representations L 6 p st
+ Examples: Tt L‘J - - a
* BERT (340M params.), GPT-2, GPT-3 (175B params.) — Generative language models r‘o - - ' — '6 m‘&
« CLIP - Language-Image pre-training oo i) s | Foundaten " & Z.“:,‘;.'m@
* DALL-E, DALL-E 2, Imagen — Text to Image models R
——

* GATO - Sequence to sequence model

Image obtained from:
On the Opportunities and Risks of Foundation Models

Stanford CRFM (2021) : On the Opportunities and Risks of Foundation Models [arxiv.2108.07258]

17 March 2023 Renato Cardoso | Foundation Model



https://arxiv.org/abs/2108.07258

Output
Probabilities

Foundation Models

Add & Norm
Feed
Forward

Add & Norm

Multi-Head
Attention

Why use Foundation Models:
(_Add & Norm

* ML is computational expensive e

* Train once. Then, adapt to new detector geometries, quickly. » TR
I . . Masked
» Transformers as building block in foundation models: Mult lead Wz
ention Attention
+ A generalized architecture without any inductive bias T (=
. ) . . . Positional Positional
Model long-range dependencies (Attention mechanism) Encodng @ &) Ercoing
+ Permutation invariant Lebiting | [ et
- [arXiv:1706.03762] f !
Inputs Qutputs
(shifted right)

Figure 1: The Transformer - model architecture.
Our Objective:
» Foundation model trained on MC data to perform different physics related tasks
« Simulations - one lengthy training, then fast adaptation to different detector geometries
* Reconstruction - one base model adaptable to different tasks (particle identification, regression on phys. variables, etc.)

* Understand how foundation model concept apply to our use case:
* Understand the minimal scale of the model for reaching meaningful results (No need to reach BERT / GPT-3 scale)

17 March 2023 Renato Cardoso | Foundation Model



https://arxiv.org/abs/1706.03762

Work done

Our first task Foundation model for fast and accurate calorimetry simulation

Single dataset training multiple model architectures:

» Vision Transformer (ViT) based architecture [arXiv:2010.11929]
* Masked Model

* VAE-like learning model with transformers
* Graph neural network
* VQ-VAE model [arXiv:1711.00937]
« DDPM model [arXiv:2006.11239]
+ Other tests:
* Preprocessing
» Sinkhorn Loss

* Regression Loss
» Etc.

17 March 2023 Renato Cardoso | Foundation Model

Dataset: High Granularity Electromagnetic Calorimeter Shower Images

)
N .
A

Dataset

" , N
|
64 GeV - ‘ f 256 GeV .

Results Obtained from VIiT based architecture model



https://arxiv.org/abs/2010.11929
https://arxiv.org/abs/1711.00937
https://arxiv.org/abs/2006.11239

Infrastructure

Why do we need computational infrastructure for this project:

* Models with a high number of parameters
» High parallelizable but take time to train
» Multiple test being realized simultaneously
* Multiple people working in the same project
» Optimization of a single model takes a lot of time with minimal resources
* Memory requirements
* Big models not only take time to train they need GPUs with a high amount of memory

‘), CERN

s = openlab 17 March 2023 Renato Cardoso | Foundation Model
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Inter fwin

AN INTERDISCIPLINARY DIGITAL TWIN ENGINE
FOR SCIENCE

CERN IT Machine Learning Infrastructure Worksho

Matteo Bunino, Kalliopi Tsolaki, Alexander Zéchbauer, Maria Girone,
Alberto Di Meglio, Sofia Vallecorsa, CERN-IT-GOV-INN

- e wes The interTwin project is funded by the European Union - Grant Agreement Number 101058386


https://indico.cern.ch/event/1253881/

Motivation and Objective

What is it
« EC project for co-designing and
implementing the prototype of a Digital
Twin Engine (DTE) covering a variety of
scientific topics, from HEP to radio
astronomy and from Lattice QCD to
climate extreme events projection

* Objective
- Development of general-purpose and
automated DT workflows to relieve
scientists from low-level engineering
problems when working with DT
applications

{ DT use cases
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Implementation

DT application DT application DT application DT application DT application

APls APls APls APls
Thematic module Thematic module Thematic module Thematic module
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Workflow composition

Real-time data

Qualit e .
Veriﬁcat?on Blg data L - acqu|3|t|o|':| and DTE Core capabilities
analytics Al / ML Data fusion processing
APls APls
Orchestration < > Federated data management
APls APls APls APls
DTE infrastructure
Quantum computing HPC HTC and cloud Data repositories
S 5 == $ -
S’ — |

interTwin Digital Twin Engine conceptual model



Implementation - cont’d
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Project requirements

« Storage I/0: Cloud, File-based, Object-based, HPC centers
« Data volume: Range from 10s GB to TBs
- Data formats:
: Binary, text, ROOT, HDFS5,
: NetCDF, CSV, GetTIFF
« Computing: CPU, , , HTC, MPI infrastructure
« OS and execution framework: Linux, Containers (Docker, Singularity)
« Big data processing: Apache Spark, OpenEO

* Workflow composition/engines: , OSCAR, Kubeflow, K8s.

* Machine Learning: Tensorflow, PyTorch, , (e.g., Kubeflow)

« Real-time data acquisition and processing: platforms (e.g., Apache Kafka), off-line/online pre-
processing

« Software stack: Geant4, ROOT, C/C++, Python, R, Jupyter Notebooks, openEO
 Visualization: Visualization frameworks (not specified, except Tensorboard) 5
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CERN activities

* CERN involvement
 Technical co-design and validation of the use cases

DT application DT application DT application DT application DT application

* DTE Infrastructure

APls APls APls APls

Thematic module Thematic module Thematic module Thematic module

« DTE Core Modules

Workflow composition
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use cases

-Develop fast detector simulation exploiting GAN
based model

- Develop unified MLOps workflow for data-driven DT
models 7
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Possible Future DT applications at CERN

« Online-ML for Detectors: adapt in real-time to property changes of detector configuration in geometry,
temperature, trigger thresholds

« Detector Prototyping: build a DT of a testbench detector and test it on conditions that can’t be recreated
in the lab easily
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DTE Composition
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Thematic module
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reana

REANA and ML

Tibor Simko
IT-PW

CERN IT Machine Learning Infrastructure Workshop, March 10th 2023

https://indico.cern.ch/event/1253881
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REANA Reusable Analysis platform

CLIUI

$ reana-cli
roofit.s

$ reana-cli
File /code/|
File /code/
$ reana-cli
roofit has
$ reana-cli

roofit 4
$ reana-cli
(NAME

de/gendat

nave RN |

ent create -w roofit

ent upload -w roofit
gendata.C was successfully uploaded.

$ reana-client logs -w roofit

==> Workflow engine logs

2021-23-01 97:59:15,678 | root | MainThread | INFO | Publishing
“code/gendata.C(20900, "results/data.root™) ", total steps 2 to W
2021-23-91 07:59:24,803 | root | MainThread | INFO | Publishing
‘code/fitdata.C("results/data.root”, "results/plot.png™)*, total
Hsteps 2 to MQ

2021-93-01 07:59:33,842 | root | MainThread | INFO |

q
E
q

NME  RUN
roofit 4

code/fitdaty
$ reana-clig

use 3f12-4¢76-bd2a-79944304876b/work f Lows /4575461

Jes> J0b logs
s reana-clid==> Step: gendata
results/plof]"*> Horkflow 10: 45e75d61-139-424b-2709-37fddegesdfe

=e> Compute backend: Kubernetes
«x> Job I0: reana-run-jod-e674¢8bl-d275-436¢-8582-b6ad6600170b

w»> Docker image: reanahub/reana-env-root6:6.18.e4
x> Command: mkdir -p results 88 root -b -q
*code/gendata.C(26000, “rasults/data.root ") "

O
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https://www.reana.io

reana

Workflow controller

Job controller
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Running declarative containerised computational workflows


https://www.reana.io

ML use cases on REANA 1/2

Pheno-level analyses
embedded into Python ML
ecosystem (and optionally

MLFlow)
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l Simulation ' ' Machine Learning ' ' Inference ' i ¥\\f‘ s mana
“‘MadMiner: Machine learning-based inference for particle e Your workfiows

physics”, J. Brehmer, F. Kling, I. Espejo, K. Cranmer,
arXiv:1907.10621.

© madminer-workflow #¢ finished in 10 min 32 se
Finishec inutes age 2
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e Running ML based workflows


https://arxiv.org/abs/1907.10621

ML use cases on REANA 2/2
reana

o Take advantage of both by combining
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e iDDS L L
QE reana

DA
Model pars o

— Siml — Reco — Deriv — > ClLs E

Param !q———) Evgen
space . /
o "

Google CloudPlatforn

< WLCG
2 WeES aws
\Model pars ClLs
DAOD
e Evgen —> Siml —> Reco —> Deriv —_—> RECAST

New param space

From Tadashi

‘REANA / PanDA integration for Active Learning”, W.Guan, T.Maeno,
C.Weber, T.Wenaus, R.Zhang, https://indico.cern.ch/event/1134581.

ATLAS PUB Note \/

ATLAS ATL-PHYS-PUB-2022-045 <7
FrrERmERT November 3, 2022

Active Learning reinterpretation of an ATLAS
Dark Matter search constraining a model of a dark
Higgs boson decaying to two b-quarks

The ATLAS Collaboration

rk matter produc

ATL-PHYS-PUB-2022-045

e Running workflows as part of a bigger data processing chain (whole physics

analysis from MC generation to new physics discovery)


https://indico.cern.ch/event/1134581
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Possible areas of interest R i

Jodio Felipe Pimentel*, Leonardo Murta

sa Braganholo®, and Juliana Freire”

e Capturing the knowledge behind data analyses
— preserve to reuse
e Computational reproducibility
— run outside the original context
e Running workflows at scale
— 10k workflows for ATLAS pMSSM searches Q
e “Continuous analyses”
— Gitlab-REANA bridge
e Interplay between notebooks and workflows W | i

integration—
. GitLab

ook, github, reproducibility

...only 4.03% produced the same results”
DOI 10.1109/MSR.2019.00077
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