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• ML based technique for detecting data pattern anomalies

• Very useful for monitoring data

• Applicable on time-series metrics and/or logs

• Allow correlation of different datasets

• Help to identify misbehaviours

• Decrease the reaction time

Leads to prevented failures and improved reliability!

Anomaly Detection
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Image: http://amid.fish



ADMON Motivation and Objectives
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Improve the 

monitoring experience

Make AD widely 

accessible

Consolidate ongoing work 

and efforts within IT / WLCG

• Allow users and Service 

Managers to detect and 

prevent outages as early as 

possible

• Improve the performance and 

stability of services by 

improving their monitoring

• Provide common 

infrastructure for processing 

AD models for IT Monitoring 

(MONIT) data

• Simplify the access to fresh IT 

Monitoring data and 

generate results on recent 

events

• Export the AD results to the IT 

Monitoring infrastructure

• Integrate already available 

tools and services provided 

within CERN IT

• Reduce the overhead of 

building and maintaining 

custom ML infrastructure and 

tools

• Set ground for sharing know-

how on already developed and 

proven algorithms and models



Architecture
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Input Data Processing
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ADMON API
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1.Create SourceConfig

2.Create InputDataConfig

3.Load data from HDFS

Result document

Users can use these data for developing their model
• The same schema will be received for model inference

• Further transformation functions can be applied by the user



ADMON API
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4.Create Project and DetectionEntity

Final step: Create InferenceService with Transformer in Kubeflow
• Build Docker image containing your transformation functions

• Train and store prediction model in S3

ADMON Docs:

(https://admon.docs.cern.ch/)

https://admon.docs.cern.ch/


• Simplifies feature engineering and developing AD models

• Integrates the MONIT HDFS storage through Python API in SWAN

• Provides aggregation of multiple data sources into a single dataset

• Automates the model inferencing using the provided configuration

• Removes the effort of developing and maintaining own ML pipelines

• Based on standard IT tools (SWAN, Kubeflow, IT Monitoring)

• Applies on fresh MONIT data and sends results back to MONIT

• Allows earlier detection of potential problems

• Scalable infrastructure able to cover more load in case of demand

• Spark based process running in Kubernetes cluster

• Standard API allows sharing configurations between Service Managers

• Project has been completed and ready-to-use infrastructure is archived

Project summary
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Q & A

Thank you !
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