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Databases at CERN

Oracle since 1982

105 Oracle databases, more than 11.800 Oracle accounts
* RAC, Active DataGuard, Golden Gate, OEM, RMAN, Cloud, ...

« Complex environment

Database on Demand (DBoD) since 2011
» MySQL, PostgreSQL, InfluxDB

USERS~-GUIDE

Oracle Users Guide - Version 2.3

Copyright (c) April 1981
By Relational Software Incorporated
All rights reserved. Printed ip U,S.A.




How to make your database resilient?
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Basic database system
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What if something breaks?
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Basic database system
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Basic database system
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Basic database system
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Basic database system
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Highly available database system
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Is that enough?
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What if your datacenter is on fire?
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Highly available database system with DR
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Highly available database system with DR
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Highly available database system with DR
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Is that enough?
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What if somebody deleted some data?
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Thank you !
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Positron emission tomography - the basics

Matic Orehar



What is PET?

= Medical imaging modality, that images physiological processes in the body
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How does PET work?

Low energy Electronic
photons (-420nm
for LSO:Ce) signal
: Time
3 information
' Photodetector [ | Front-end »
(SiPM) - electronics 5
Energy
information
511 keV
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Virtual
Researcn
Environment

Towards a comprehensive analysis platform

Enrique GARCIA - based on E. Gazzarrini slides

CERN Fellow - IT Department, Governance Engagement Section
CERN School of Computing 2023 - Tartu
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The Virtual Research Environment

The VRE is an open source analysis platform where researchers have access to all
the digital content needed to develop, share and reproduce an end-to-end
scientific result in compliance with FAIR (findable, accessible, interoperable,
reproducible) principles.
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Data volumes growing not only at LHC

The LHC at CERN was the first large scientific experiment to generate and manage multi PBs of data per year.

Technologies to manage and process data initially developed at CERN are being adopted by other collaborations,
as new generation of detectors, antennas and telescopes are producing and processing large data volumes as well.
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Taylor R. et al. Big Data Research Infrastructure Collaboration Toward the SKA (BRICSKA). doi: 10.1590/0001-3765202120201027. PMID: 34076205.



https://repository.uwc.ac.za/bitstream/handle/10566/7611/taylor_big%20data%20research%20infrastructure_2021.pdf?sequence=1&isAllowed=y

The challenge

A common infrastructure across Research
Infrastructures would foster:

e economy of scale

e collaboration across domains
e scientific reuse

e sustainability
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EU collaborations

EU-funded projects promote cross-fertilisation across Research Infrastructures and
scientific domains to find common, consistent and useful solutions to challenges of
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Analysis workflow
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The building blocks

o0

Authentication &
Authorization

Data
Management Analysis

Distributed storage

Notebook
service

Continuous Integration / Continuous Delivery

Container Orchestration

Infrastructure As Code
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Authentication & Authorisation

INDIGO Identity and Access Management
(IAM) - adopted by WLCG for token
_—

e Tokens
e X.509 certificates

e ((INFN

Authentication &
Authorization

b

~ subject mapping cronjob
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Management
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service
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Data Management - ESCAPE Data Lake Infrastructure

EOS

Model based
on WLCG

DPM -
dCache

StoRM | [3
% Central Relational o J .
£ Currently being used,
XRootD ; Database \ ~c0 : ;

implemented and
tested for other

interdisciplinary EU
— projects
FTS3and GFAL2 ©0 —
\\j y ?fi/F"\I Main & D
authorisation
"RUCIO - servers
Daemons for data access t I
& replications through In er W n
gridFTP,

ESCAPE Data Lake -10.1051/epjconf/202125102056 HTTP(S)/webDAV, XRoot
protocols



https://inspirehep.net/literature/1911950

NOte bOOk Se rV|Ce Server Options

® Minimal environment
Based on jupyler/scipy-notebook (active reana-client)

0 ROOT environment
ROOT v6.26.10, a C++ kernel is implemented too - DASK testing

. . . . O Minimal environment - python 3.9.13
To facilitate interactive analysis. R
@) Virtual Observatory environment

Contains Jupyter Notebooks examples with the basic usage of the IVOA tools

A way to run your code on internet-hosted interfaces. O Indirect ark Matter Detection Environment

Contains a GCC compiler and the MLFermiLATDwarfs and fermitools libraries - not fermipy

{bugged)
. . . O Common gamma analysis tools
H IdeS the com pleXIty Of the data |nfrastructu e, Contains agGCC compiler and astropy, sherpa, agnpy, gammapy libraries
(@] Wavelet Detection Filter (WDF) project environment

Contains the full WOF env

User chooses the software environment and runs the code on Data Lake files QT e~ —
Contains the matchmaker library
seamlessly.

@) KM3NeT Science Project environment
Contains the common gamma analysis tools and the km3io, km3pipe and km3irf libraries

@) KM3NeT & CTA combined analyses
Compatible ervironament with gammapy and the km3io, km3pipe and km3irf libraries (env testing)

(@] SKA SDC1
SKA environment profile for SDC

Y 1x.
jupyter d
docker

. O ESAP shopping basked environment (with astropy)

COﬂtaI nerlsed eﬂVI ron mentS on ESAP shepping basket and astropy, e.g. to download and plot images from the virtual observatory
public repositories

@) LOFAR environment
Based on the prefaclor container. Can be used to image LOFAR data

9] ESAP shopping basked environment
Using the ESAP shopping basket library.

interface to run
preliminary analysis

European
Commission




Data into the notebook

Data Lake

: File Edit View Run Kernel Tabs Settings

= %RUCIO

o EXPLORE NOTEBOOK

— ATLAS_LAPP_SP:*
earch Everything ~
EARCH RESULTS

Jupyterhub node

TS
&

. ATLAS LAPP_SP:DM-dilepton-14TeV-2018 ®
: : ®
. ATLAS LAPP _SP:DM.LeptonResonance.Data... & QA
. ATLAS LAPP SP:DMsummary.dilepton.14TeV.... ® jupyter
—1 ATLAS LAPP_SP:DMsummary.dileptonReinter... &» o .
L0

ATLAS LAPP SP:jared little

& All files available
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Computing

e Distribute the analysis
o resource managers (Kubernetes, HTCondor (High Throughput Computing (HTC)) and Slurm (High
Performance Computing (HPC))
o work schedulers (Dask, Reana, Spark)

e Preserve the analysis for reuse
o work schedulers (Reana)

reana
cj@ i h /7) DASK |
machines

work scheduler connected over a

Authentication &
Authorization — network (C[ugter Of

resource manager cloud, local or grid
0%, resources)
@ ssemal:,
kubernetes 1—"!.'-!["!"

High Throughput Co
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Future A

B A DU * K

European

Commission


https://www.vectorlogo.zone/logos/dask/dask-ar21.png

Analysis preservation and distribution

Reana makes preservation of heavier analyses seamless

PROCESSING
COMPUTING
A POWER DATA LAKE
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https://reanahub.io/

The next generation of analysis facilities (VR

- and others)

e are being deployed following modularity and infrastructure sustainability
best practices to ensure longevity
e have been proven effective for sharing scientific results through re-analysis
frameworks
e promote community building and scientific collaboration across physics
domains

Ny

AN
CERN )
\/wl EOSC Future

N,




Demo

ATLAS Dilepton Resonance on the Virtual Research Environment - EOSC resources integration

TERMIMNAL

Watch on B Youlube 0480 WS
i ® B
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Thank you for your
attention

e-mail

enrique.garcia.garcia@cern.ch

contact the full VRE team

CERN Meyrin site -513/1-011
Elena Gazzarrini, Domenic Gosein, Enrique Garcia & Xavier Espinal
escape-cern-ops@cern.ch




Data's Need for Speed:
InfiniBand and RDMA
Driving HPC Evolution

Marco Faltelli



Figure 6. Growth of computer performance using integer programs (SPECintCPU).

Source: Hennessy,

Context

« Moore’s Law, remember?
« CPU performance reaching a stagnation point

« HPC & Big data era: improving performances is required
* Not all jobs can be parallelized!
« Key idea: accelerate by offloading the CPU from tasks



New link mechanisms

e Ethernet: born in the ‘70s...

« Modern versions are still general-purpose
« Work on both your home network and a Data Center!

* You can lose packets!

 Infiniband: lossless link
« Key idea: move loss-prevention mechanisms on HW
« Packet drops are very rare

« Converged Ethernet: same thing




NICs to the rescue o

* Network Interface Cards
« HW used to send/recv data from the network

 New NIC capabilities
« Computation (cores on the NIC!)
* Direct memory access

e Direct L3 cache access
 GPUdirect

* NICs emerging as a new device for computation

The new NVIDIA Bluefield 3



Can |

Merging the two satax?
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e Lossless link + modern NICs = RDMA

AN
R
SR

- Remote Direct Memory Access ("~ Netwar——)> e
« RDMA enables direct access to a remote computer’s
memory

« NIC has direct access to main memory
* |t bypasses the responder’s CPU

« CPU is source of many delays
 Interrupt, schedule thread, initiate transfer to the NIC...



M RDMA: 99.9%th latency
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Figure 6: The comparison of the measured TCP and
RDMA latencies for a latency-sensitive service.

From Guo et al., “RDMA over Commodity Ethernet at Scale”



Next steps

« RDMA is currently a black box

* Install it, run it, see performance improving

« What happens under the hood?

« Can we specialize the software for specific workloads?

My experience with network drivers:

 Specialize for predictable latency /
0.8}

Specialization for low, predictable latency

Standard network driver —

|
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Thank you!

Questions?



CernVM-FS for Efficient
Software Distribution at CMS
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Outline Z

1. CernVM-FS File System

2. CMS Offline Software
2.1. Continuous Integration
2.2. Integration Builds
2.3. Software Releases

3. CernVM-FS Use Cases at CMS

4. Conclusion
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CernVM-FS File System

CMS%

® CernVM-FS is a scalable, reliable and low-maintenance software distribution service.

® |t mounts repositories into a virtual /cvmfs directory tree.

® |t is asymmetric by construction: many reads and a few writes.

Repository

> =

publish

update

/ Union FS
806bf3e34ab3e98a...

synchronize ' CernVM-FS

Figure: Updating a mounted CernVM-FS repository.

Classic Workflow

The publication architecture
involves a single publisher per
repository (release manager).

Parallel Workflow

The Gateway allows multiple
publisher concurrently on the
same repository.

® Publishing content into CernVM-FS works by transactions to ensure atomic writes.

A. Valenzuela Ramirez (CERN) CernVM-FS for Efficient Software Distribution at CMS September 1st, 2023
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CMS Offline Software (CMSSW) Z

® CMSSW contains the software collection needed to process event data offline at CMS.
m It includes simulation, calibration, alignment and reconstruction modules.
m Same codebase for High Level Trigger (HLT).

CMSSW Public
CMS Offline Software

hep cern cms-experiment c-plus-plus

@cC++ B Apache-20 Wa089 o9 (D707 197 CMSSW Code Base

i Publi ]
cmsdist ( Public m 100+ Contributors/month
CMS Offline Software build configuration

shel W63 T2z 2 110 m 500+ Commits/month

m 1250+ Packages

cms-docker | Public )
»> 3300+ Binary products
Docker files for various cms services and tasks

@®pPython %29 w15 Qo %0

Figure: GitHub repositories within the cms-sw organization.

i L
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Maintaining the Software Stack Z

® Maintaining and incorporating changes in a big software stack can be a challenging task.

® Three testing strategies to ensure consistency of the software stack:

m Continuous Integration (Cl): Testing changes before incorporating them to the software stack.

m Integration Builds (IBs): Building and testing the software stack regularly.

m Production Software: Each CMSSW Release also goes through a testing procedure before
being released.

Figure: The software stack is regularly built and tested through Jenkins.

i
A. Valenzuela Ramirez (CERN) CernVM-FS for Efficient Software Distribution at CMS September 1st, 2023 5|12



Continuous Integration Z

Contributing to CMSSW @ T ———— Tt (o
please test for CMSSW_13_2_ROOT6_X
® Contributions are made by Pull ©) (@1
Requests (around 100
PRS/Week) (25 gcmsbuild added ) and removed | tests-pending  labels
e Automatic testing before merging. oy
® Multiple possibilities of testing: é B T

m Test PR picking up changes

E
from a PR on another

Failed Tests: UnitTests RelVals

rep05|tory. Summary: https://cmssdt.cern.ch/SDT/jenkins-artifacts/pull-request-
m Enable extra PR tests: gpu, integration/PR-badfaf/32726/summary.html
. . COMMIT: 9fc96cc
threading, profiling, etc. CMSSW: CMSSW_13_2_ROOT6_X_2023-05-18-2300/el8_amd64_gcctl
™ Test for a concrete CMSSW User test area: For local testing, you can use /cvmfs/cms—
ci.cern.ch/week1/cms—sw/cmssw/41737/32726/install.sh to create a dev area
Release. with all the needed externals and cmssw changes.

» Test parameters

Figure: Starting the PR testing for a concrete CMSSW flavor.

i L
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Link: http://cms-sw.github.io/cms-bot-cmssw-cmds.html

CMS

Continuous Integration

® The testing procedure is automatised using the cms-bot.

® Since multiple actions are required, there is a system of labels to track the process.
m Automatic labeling based on the touched components.
m Actions are restricted to certain users.

© @ cmsbuild added (@ipsapproved) and removed (orp-pending ' labels on May 22

9 perrotta commented on May 22 Member
merge

©

Labels

cade-checks-approved  oro-pending
Q s cmsbuild merged commit 2334fc9 into cms-sw:master — simulation-pending

17 checks passed

Figure: Only authorized users can trigger certain "critical" actions.

i
A. Valenzuela Ramirez (CERN) CernVM-FS for Efficient Software Distribution at CMS September 1st, 2023 7112



cms

Integration Builds

® Automatically deployed via Jenkins every 12 hours.
® Build for a set of active release cycles, multiple OSs, architectures and compiler versions.

® Build different IB "flavors".

m e.g., CLANG builds for static analysis.
DEFAULT UBSAN_X SKYLAKEAVX512_X ROOT6_X ROOT628_X NONLTO_X GPU_X  GEANT4_X

el9 el8 el sle7 el el8 els el el el el8 el8
amdé4 aarch64 il ppc64le li amd64 amdé4 amd64 amdé64 amdé4 amdé4 amdé4 amdé4 amd64
gecil gecll gecll gccll geell gecll geell geell gecll gccll gccll gecll

[ () () e (e ([EE) ([EEE)
s @ B B B @ O [©] [©] (o] (o] a o
unit 8 8 O o o 0] a . a a ]
ests
vl D@ B O3 @ 3 O @ @ @ 0
Otter a @ g g @ [©] 0] 0]
ests
o 8 8B 8 & @ B @O a8 a 2] (2 I C |
Figure: Around 60 IBs are build and deployed every day.
® Once a week, fully build all release cycles.
.
A. Valenzuela Ramirez (CERN) CernVM-FS for Efficient Software Distribution at CMS September 1st, 2023 8|12


https://cmssdt.cern.ch/SDT/html/cmssdt-ib/##/ib/CMSSW_13_3_X

Software Releases

CMS

Building CMSSW Releases

® CMSSW Releases are built
on-demand.

® Automatic end-to-end process:

m Build for multiple OSs,

architectures and compiler

versions.

Test and installation.

Upload to the server.

m Cleanup.

® Actions restricted to authorized
users.

® | abel system to track the process.

A. Valenzuela Ramirez (CERN)

Generation of the release notes.

Build CMSSW_13_3_0_pre2 #42640

[OISLEEE) perrotta opened this issue last week - 65 comments.

perrotta commented last week Member | «++

No description provided.

(©)

cmsbuild commented last week Member | «o-

Request received. | wil start to build the release after one of the
following approve the issue: @perrotta, @smuzaffar, @dpiparo,
@antoniovilela, @rappoccio. You can do this by writing *+1* in a
‘comment.

You can also ask me to begin to build cmssw-tool-conf first ( Cannot be
done for patch releases ). To do this write "build cmssw-tool-conf" in a
comment. | will start to build cmssw-tool-conf and then wait for the
"+1" to start the build of the release.

Assignees

No one assigned

Figure: Building CMSSW Release from GitHub.

CernVM-FS for Efficient Software Distribution at CMS

September 1st, 2023

912



Software Releases

CMS

a

a

ccmsbuild commented 4 days ago Member

The build has started for el&_ppc64le_geeT1 in ibmminsky-2b.
You can see the progress here: ern.ch/jenkit
CMSDIST Branch: IB/CMSSW_13_2_X/master, PKGTOOLS Branch: V00-34-XX

lease/d

©

© @ emsbuid aded (@BISHABALGESHEBINTG) (SLSHEREALGESTEBETG) o e oe (ELHAGALGEEPRAIGERIRied)
(S ERGALGEETEBEERIEIe8) el 4 doys 200

89 hidden items
Load more...

© @ cmsbuild added (felgasesannounced) and removed (Wiploading=builds) labels 3 days ago

ccmsbuild commented 3 days ago Member

/ MSSW_13_2_2

The release notes are ready:

(©)

Figure: Overview of the automatic process on GitHub for building a new CMSSW release.

A. Valenzuela Ramirez (CERN)

CernVM-FS for Efficient Software Distribution at CMS September 1st, 2023
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CernVM-FS Use Cases at CMS

CMS%

CernVM-FS is one of the main building blocks supporting this pipeline:

® Distribution of Continuous Integration artifacts.
m Speeds up the development iterations.

[avalenzu@lxplus7123 cmssw]$ 1s /cvmfs/cms-ci.cern.ch/week®/PR_2253d79f
LICENSE bootstrap.sh bootstraptmp cmsset_default.csh cmsset_default.sh common el8_amd64_gccll

® Distribution of Integration Builds.

m Supports the creation of a development area from the most recent snapshot of CMSSW.

[avalenzu@lxplus7123 cmssw]$ 1s /cvmfs/cms-ib.cern.ch/sw/x86_64/week@/e18_amd64_gccll/cms/cmssw/

etc share

CMSSW_12_6_X_2023-08-27-0000 CMSSW_13_3_DEVEL_X_2023-08-27-2300 CMSSW_13_3_R00T628_X_2023-08-30-2300
CMSSW_13_6_GPU_X_2023-08-27-2300 CMSSW_13_3_DEVEL_X_2023-08-30-2300 CMSSW_13_3_ROOT6DBG_X_2023-08-30-1200
CMSSW_13_6_X_2023-08-27-0000 CMSSW_13_3_GAVECGEOM_X_2023-08-27-2300 CMSSW_13_3_R00T6_X_2023-08-27-2300
CMSSW_13_1_GPU_X_2023-08-27-2300 CMSSW_13_3_GAVECGEOM_X_2023-08-30-2300 CMSSW_13_3_R00T6_X_2023-08-29-2300

® Distribution of experiment Production Software.

m Releases are heavily used by Grid production and user analysis jobs, outreach, CMSSW
developers, etc.

[avalenzu@lxplus7123 cmssw]$ 1s /cvmfs/cms.cern.ch/el8_amd64_gccll/cms/cmssw/

CMSSW_12_5_0 CMSSW_13_6_0_prel CMSSW_13_6_8
CMSSW_12_5_0_pre2 CMSSW_13_60_0_prel_LTO CMSSW_13_6_9
CMSSW_12_5_0_pre3 CMSSW_13_60_0_pre2 CMSSW_13_1_0
CMSSW_12_5_0_pre4 CMSSW_13_60_0_pre2_LTO CMSSW_13_1_0_SKYLAKEAVX512_pre3

A. Valenzuela Ramirez (CERN) CernVM-FS for Efficient Software Distribution at CMS September 1st, 2023
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Conclusion

CMS%

® CernVM-FS is crucial for CMSSW.

m It helps in development, distribution and preservation of the software.

® Maintaining the CMS Offline Software stack can be challenging.
m We have developed automatic end-to-end testing pipelines to ensure consistency of the stack
based on GitHub comments (actions) and labels.

m Our current infrastructure covers PR testing, Integration Builds and on-demand testing for
CMSSW Releases.

® CernVM-FS helps us in distributing all the resulting artifacts to CMSSW end-users:
m Speeds up development tasks.
m Helps in debugging and bug fixing.
m Facilitates the access to the software stack.

A. Valenzuela Ramirez (CERN) CernVM-FS for Efficient Software Distribution at CMS September 1st, 2023



Questions? :)


https://indico.cern.ch/event/1079490/contributions/4939498/attachments/2507094/4308072/cvmfs-on-cms.pdf

CernVM-FS Use Cases at CMS

CMS%

The CMS collaboration deploys the CMS Offline Software (CMSSW) to CernVM-FS under

different use cases:

® Distribution of experiment Production Software (CMSSW Releases).
e Distribution of Integration Builds (IBs).
® Continuous Integration (Cl) purposes.

Repository Name Size Garbage Collection | Storage | Revision | Year
/cvmfs/cms.cern.ch ~19TB No S3 117846 | 2009
/cvmfs/cms-ib.cern.ch | 2.77 TB Yes (weekly) S3 258447 | 2016
/cvmfs/cms-ci.cern.ch | 711 GB Yes (weekly) S3 39895 | 2020

Table: CMS main repositories and their characteristics in terms of size, garbage collection frequency, type
of storage, number of commits and year of creation.

A. Valenzuela Ramirez (CERN)

CernVM-FS for Efficient Software Distribution at CMS

September 1st, 2023



CernVM-FS Use Cases at CMS Z

Other CernVM-FS deployments within CMS Offline & Computing include:
® CMSSW container images (distributed in unpacked.cern.ch).
® Private distribution of CUDA build time components (distributed in projects.cern.ch).

m The CMSSW CUDA distribution did not comply with the Nvidia End User License Agreement.
m CUDA runtime can still be packaged and distributed along with CMSSW release.
m Build time components, e.g. nvcc compiler, are now deployed on a compliant repository.

® Distribution of Gridpacks (lookup files) in the form of tarballs.
m Gridpacks are "pre-computed diagrams" that speed-up Monte Carlo generation.
m Distributed in tarballs, they are uncompressed for every generator job on local disk.
Many sites do not support such operation.
m A solution could be serving untarred Gridpacks via CernVM-FS.
m Suitable use-case for the cvmfs_server ingest command.

i
A. Valenzuela Ramirez (CERN) CernVM-FS for Efficient Software Distribution at CMS September 1st, 2023 3|3


https://indico.cern.ch/event/1289192/contributions/5417492/attachments/2651352/4592399/CMSSDT-CoreSW-230523.pdf
https://indico.cern.ch/event/1289192/contributions/5417492/attachments/2651352/4592399/CMSSDT-CoreSW-230523.pdf

ATLAS

EXPERIMENT

HL-LHC tf event in ATLAS ITK
at <p>=200

Investigating the impact of 4D Tracking
in ATLAS Beyond Run 4

[Lorenzo Santi
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ATLAS Simulation Internal
Vs = 14TeV, ITk, tt (u)_zoo

150

R X sign(y) [mm]

no time

From 2029 HL-LHC starts: Tracking relies only on spatial info
200 1nteraction per bunch crossing

Huge computational challenge

—  Lorenzo Santi PUB
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From 2029 HL-LHC starts:
200 1nteraction per bunch crossing

Huge computational challenge
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What if we are able to measure time?

Clearly simulation only
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If we open a window 1n space ...
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We want to asses the impact on Physics objects with timing information:

Jet Flavour Identification (FTAG)

Set of algorithms aiming to identificate
the flavour of a parton originating a Jet

. . . . decay P
In particular we distinguish: tetime ,+°,+" SSEoRErY
primary . '
: vertex
- b-jets
d; ‘v"
- C'j etls prompt tracks

- lLight-jets: u/d/s/g-jets

—  Lorenzo Santi PUB
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https://cds.cern.ch/record/2811135/files/ATL-PHYS-PUB-2022-027.pdf
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b-jet efficiency

PUB

This 1s a proof of concept

We want to show which 1s the impact of

time on top the state-of-the-art FTAG
algorithm: GN1

ROC curve shows how many light-jets we

are able to discard for a given b-jet
efficiency:

the higher the better ;)
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This study 1s the first study of potential impact of hermetic timing coverage in
the tracker of ATLAS

Much more impact that cannot be squeezed 1n here but can be discussed
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Motivation and Challenges

Clarify the project’'s main overall objectives and goals.
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Motivation and Challenges

Clarify the project’'s main overall objectives and goals.
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Roadmap

Key tasks for the DL_FILED conversion from C to Python

—_—  — —

Preparation and Conversion and Cl/CD and Refactoring &
Planning Testing Deployment Documentation
« Understand force e Perform e GitHub Actions e Refactoring and
fields and original automated code e Run Tests Optimisation
code analysis e Pylint e Documentation
e Define conversion o Apply agile . S Tests e Plan for future
strategy practises \ enhancements
e Identify high- e Unit and
priority modules Integration Testing

e Pick toolkit
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Approach '
S Process

Goal: Improve existing
code's base readability,
and maintainability while
migrating its functionality
into Python
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Learning

e Learn C
e Learn to write tests

e Learn CI/CD

L

e VSCode
e PyCharmm

e help of colegues
e ChatGPT

Refactoring

|dentifying redundancies
Testing new formats
Renaming functions
NASA 10 rules of code
Dependency graphs
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N DL_FIELD C2 ¥ DL_MESO ¥
DL _Software
family
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Ref 1

DL_FIELD . .

Overview

Etotal = Estretch * Ebend * Etorsion + Evaw + Eelec Ref 2

Force field construction program
for molecular dynamics simulation
programm DL_POLY.

JIH
-*
Etorsion Esena / Estretch

L

—

vaw and Eelec

\

Refs: ’ E
1.https://www.pyretis.org/current/examples/examples-md.html

2.https://doi.org/10.1016/]j.tet.2020.131865


https://www.pyretis.org/current/examples/examples-md.html

Input Formats xXyz .pbc .mol . udff

v Solvent

Mixing rules

DI__FI E I_D v Atom states

Config Options

Ove rVieW v Unit cell

Model properties

e 50K lines of code ) ) )
e libraries for each FF v Simulation settings

e user input auto corrected

AMBER COMPASS OPLS
Force Fields CHARMM CVFF INORGANIC

DREIDING G54A7 PCFF



Input Formats xXyz .pbc .mol . udff

Solvent

Mixing rules

DI__FI E I_D Atom states

Config Options

Ove rVieW v Unit cell

v Model properties

Force field construction program
for molecular dynamics simulation
programm DL_POLY.

v Simulation settings

AMBER COMPASS OPLS

Force Fields CHARMM CVFF INORGANIC

DREIDING G54A7 PCFF
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For questions, reach out to:

Chin Yong Elizabeth Mamchits

Code Author Developer
chin.yong@stfc.ac.uk liza.mamchits@gmail.com
https://dl-sdg.github.io https://www.linkedin.com/in/elizabeth

https://ccp5.ac.uk/DL_FIELD -mamchits-84b009153/
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Benchmarking is the process of evaluating the performance, efficiency, or capabilities of a
system, component, or process by running standardized tests or workloads. The goal of

benchmarking is to measure and compare the performance of different systems or

[ ]
B e n C h I I . a r kl n g components under the same conditions, allowing for objective comparisons.

In the context of computing and technology, benchmarking involves running specific tasks,

programs, or workloads on a system to measure its performance in terms of factors such as:

. Processing Power: How quickly the system can perform computations, calculations, or data
processing tasks.

. Memory Performance: How efficiently the system can read from and write to memory.

. Graphics Performance: How well the system can handle graphical tasks and rendering,

especially important for gaming and visual applications.

. Disk or Storage Performance: How fast data can be read from or written to storage devices
like hard drives or solid-state drives (SSDs).

. Network Performance: How quickly data can be transmitted and received over a network
connection.

. Application Performance: How well a specific application or software runs on the system.

Natalia Szczepanek (CERN) Benchmarking ATLAS Distributed Computing Resources 01/09/2023



Terminology and technologies
K | HEP Benchmark Suite \

Plugins ‘ Run Logic Data processing

HW Metadata
- Configure
Validate Results Build Report

» PanDA is the main ATLAS Production & o O
A% ! v

and Distributed Analysis system e : [ ] [ }[ }
. . ! Other ' Benchmark Results & Logs
 HammerCloud is an automated service s > , x

for stress and functional testing of Grid sites N it &) e/
* HEPScore23 is the official HEPScore configuration \ ‘ —

composed by 7 Workloads from 5 experiments

Y Y

1
A v i
Benchmarks
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Source: https://link.springer.com/article/10.1007/s41781-021-00074-y/fiqures/4
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https://link.springer.com/article/10.1007/s41781-021-00074-y/figures/6

H E PSCO re 2 3 * We are running on ~100 different Panda Resources (One
. site can have several panda resources!)
via PanDA

* BNL, CERN, CA-VICTORIA, DESY-HH, JINR, Vega...

PAY
i Otherdata &
:’ \___consumer

; <« logstash , | I
E - elasticsearch >
ACTIVEMQ 17| K wibana ‘5
- Transport Layer O' 15 6Grafana E Researcher
</> :
Create NDA/DB
HC
template

(
% ¢

Procurement
. q Procurement Teams
\\a [ ) 7 ) Hardware Samples G (G
‘RUCIO

Source: https.//link.springer.co 7 article/10.1007/s41781-021-00074-y/fiqures/6

ATLAS ES  >

q
| )
Benchmarking ATLAS Distributed Computing Resources .

Natalia Szczepanek (CERN)

01/09/2023 8
Common Kibana Dashboard


https://link.springer.com/article/10.1007/s41781-021-00074-y/figures/6

Statistics per CPU Model

Unique Panda Unique

CPU Model SMT Count Resources Hosts Total Score (per core) Spread [%]
AMD EPYC 7452 32-Core Processor 1 621 10 257 14.4 26.0
Intel(R) Xeon(R) CPU E5-2630 v4 @ 2.20GHz 1 577 11 331 10.2 18.3
AMD EPYC 7302 16-Core Processor 1 454 11 304 16.6 15.2
Intel(R) Xeon(R) CPU E5-2680 v4 @ 2.40GHz 1 412 9 135 10.5 18.3
AMD EPYC 7452 32-Core Processor 0 294 2 159 21.2 12.1
Intel(R) Xeon(R) CPU E5-2640 v4 @ 2.40GHz 1 268 9 165 10.2 15.2
Intel(R) Xeon(R) Gold 6240R CPU @ 2.40GHz 1 235 5 60 11.8 13.9
Intel(R) Xeon(R) Silver 4216 CPU @ 2.10GHz 1 230 6 60 19.8 37.8
AMD EPYC 7702P 64-Core Processor 1 230 5 70 18.2 38.9
Intel(R) Xeon(R) CPU E5-2680 v3 @ 2.50GHz 1 225 8 119 10.1 23.9
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Statistics per Panda Resource and CPU Model
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http://w3.hepix.org/benchmarking/scores_HS23.html

Load Preliminary Analysis

Norm Load Vs Score for AMD EPYC 7452 32-Core Processor (Hue: SMT) °
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HEPScore per core

Natalia Szczepanek (CERN) Benchmarking ATLAS Distributed Computing Resources

Performance of MPPMU in terms of
score per core is low and
comparable to other sites that have
double load in the servers (i.e. more
jobs running in parallel).

We asked and apparently : jobs
were somehow pinned to half the
physical cores.

It was already fixed ©

01/09/2023 11



Benchmarking
s IMPORTANT!
Thank you!

] . Q&A
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HS23 test payload - explained

* On each site we typically have a
variety of servers each with fixed
number of coresi.e. 256, 128, 64...

* We are running on one multi-core j
slot, forcing the use of 8 cores only

* All WLs containers are triggered by

the HEP Suite script which is running

inside the ATLAS-PILOT Apptainer
* Each WL has its own container

* HEPScore23 is being calculated at the

end as geometric mean of all WLs
if all workloads succeed

Natalia Szczepanek (CERN)
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HEPScore23 M-

Configuration

ALICE digi-reco

gen_sherpa Athena 23.0.3

» 7 workloads from ATLAS
5 experiments reco_mt Athena 23.0.3
* All workloads have the
most recent version of _
the experiment's Belle2 gen-sim-reco
software: -
* Support x86_64 and gen-sim
aarch64 CMS
reco
* aarch64 not tested -
in this study LHCb sim

Natalia Szczepanek (CERN) Benchmarking ATLAS Distributed Computing Resources 01/09/2023 15



Statistics per Panda Resource and CPU Model

Panda Resource

Count

Unique Hosts

Total Score
(per core)

Spread [%]

wuppertalprod_TEST 0 162 113 21.1 27.8
wuppertal 0 136 97 21.2 25.7
UKI-SCOTGRID-GLASGOW _CEPH 1 145 63 15.4 63.7
RAL 1 129 129 17.2 55.9
ifae 1 113 29 13.7 34.7
pic 1 104 29 13.3 32.6
MPPMU 1 76 33 12.2 18.9
IFIC 1 58 12 12.3 56.2
UKI-SOUTHGRID-OX-HEP 1 57 7 14.8 47.0
OU_OSCER_ATLAS 1 27 10 18.9 61.5
UKI-SOUTHGRID-RALPP 1 25 8 16.7 36.0
OU_OSCER_ATLAS_TEST 1 19 10 14.3 63.3
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Unveiling containers

Alberto Pimpo
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Gogg'e what are containers X | & & Q
Images Videos Used for For beginners Called Mews Books Maps Flights

About 104,000,000 results (0.41 seconds)

Containers are lightweight virtual environments. They package
everything you need to run an application or microservice, including:
Code. Configuration files. Libraries. spr 172023

a Octopus Deploy
hitps:/ioctopus.com » blog » beginners-guide-containers &

A beginner's guide to containers - Octopus Deploy

a About featured snippets + W Feedback

For a long time, companies have been using container technologies to address the weak
points of virtual machines. We can think of containers as more lightweight versions of
VMs. The important difference between containers and VMs is that containers don't need

their own operating system. All containers on a host share that host’s operating system,

which frees up a lot of system resources.



https://www.educative.io/blog/beginners-guide-to-docker

“Containers are not a thing, It's
just giving a name to the use of
namespaces and cgroups.”

- Some passive aggressive
dude on Reddit




How to approach such a technology?

Bottom-up Top-down

e | earning golang

e Studying and became proficient
with the codebase

e Understanding how the codebase
interacts with the kernel

e Starting to understand how
external layer works and then
going deeper




What we installed?

sudo yum install docker-ce docker-ce-cli containerd.ic




Docker CLI

|

Docker Demon

|

Containerd

The client that calls the
Docker APls

The demon that implements
the Docker APls

The “container runtime”
compliant to industry
standards




[ber@docker-demo ~]$ sudo strace -f -p pidof containerd -o strace_log

27243 E&AE (" /usr/bin/runc", ["runc", "--root", "/var/run/docker/runtime-runc/mob"..., "--log"
, "/run/containerd/i1o.containerd.ru"..., "--log-format", "json", "--systemd-cgroup'", '"create",
"--bundle", "/run/containerd/i1o.containerd.ru"..., "--pid-file", "/run/containerd/io.containerd

.ru"..., "--console-socket", "/tmp/pty4243692610/pty.sock'", "ca6b56de0f9336818bd1d3all144f91a2".
..], OxcO0B1280a0 /* 8 vars */ <unfinished ...>

27253 prct1(PR_SET_NAME, "runc:[1:CHILD]") = ©
27253 [MELEIRS (CLONE_NEWNS | CLONE_NEWUTS | CLONE_NEWIPC | CLONE_NEWPID|CLONE_NEWNET)




[ber@docker-demo ~]$ ps -ax
PID STAT TIME COMMAND
0:05 Jusr/lib/systemd/systemd --switched-root --system --deserialize 31
M:00 [kthreadd]

[kworker /ud4:2-events_unbound]
[kworker /ud4:0-events_unbound]
[kworker /1:0]

watch ps -ax

PS —ax

Every 2.0s: ps -ax

PID STAT COMMAND

1. 8 Ss Jein/bash
586 S+ watch ps -ax
599 S+ watch ps -ax
600 © 54 s -C ps -ax
601 R+ ps -ax

Container

Qo O o o G




Takeaway concepts

e Never use memes as source of information

e Fven If a lot of articles says something, it Is not necessary
true

e Sometimes complex technologies are easy to experiment,
always worth to try

e Containers are not VM, processes runs directly on the host
machines



Any question?
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The LHCb Run 2 trigger SMARTHEP T J

LHCDb Trigger Run 2
Run 2
( Bunch crossing rate J
} 40 MHz — 3 v |
) . . = LHCb Trigger
L0 Hardware trigger = -
 highpr/Er signatures 025~ ETN - v
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} 1mz S | AW :
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full event reconstruction 1 15 2 25 3 3'?’ 4 4.5 352
L ) J. Phys.: Conf. Ser. 878 012012 Luminosity ( x 107)

12.5kHz In Run 3 we want to increase &}, by

a factor of 5...
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CERN-LHCb-DP-2019-001
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https://iopscience.iop.org/article/10.1088/1742-6596/878/1/012012
https://cds.cern.ch/record/2652801?ln=en
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The LHCb Run 2 trigger SMARTHEP -
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What to do when hitting a brick wall? Shake things up a bit!

Upgraded LHCb Detector

To be UPGRADED
To be kept

HCAL MUON 2-5

MUON 2-5

ECAL HCAL
ECAL
PS VELO ps VELO
SPD SPD
Ml M1
Event Filter
RICH2 RICH2 farm AP
el RICH]1
o LA or "
" Tt

LHCDb | Trigger and readout for the LHC experiments for Run 3 and beyond, C. Marin Bcit Gulias
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The LHCb Run 3 trigger SMA//HEP +u

SCIENCE AND INDUSTRY /

REAL-TIME
ALIGNMENT &
CALIBRATION

6%
CALIB
EVENTS

4 TB/s

30 MHz non-empty pp OFFLINE

PROCESSING

PARTIAL DETECTOR FULL DETECTOR

FULL RECONSTRUCTION

DETECTOR
READOUT

RECONSTRUCTION 1 26%
& SELECTIONS | ruL
(CPU HLT2) § EVENTS

& SELECTIONS
(GPU HLT1)

All numbers related to the dataflow are

taken from the LHCb 8o, ANALYSIS

Upgrade Trigger and Online TDR 1 TURrBO
I EVENTS

Upgrade Computing Model TDR

LHCDb Run 3 Dataflow: LHCb-FIGURE-2020-016
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High Level Trigger 1 (HLT1) SMARTHEP -
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v

LHC BUNCH e

ALIGNMENT &

CROSSING (40 MHz) CALIBRATION

6% 1.6 ™.

: EVENTS
'. -

0.5-1.5
PARTIAL DETECTOR < >

4 TB/s
30 MHz non-empty pp

FULL DETECTOR

FULL MHz
RECONSTRUCTION RECONSTRUCTION 26% 50
—> BUFFER —’ .
DETECTOR & SELECTIONS U & SELECTIONS FULL
READOUT GB/s
(GPU HLT1) 70-200 (CPU HLT2) EVENTS
GB/s
GB/s
All numbers related to the dataflow are
taken from the LHCb 68%
Upgrade Trigger and Online TDR TURBO

EVENTS )
GB/s

Upgrade Computing Model TDR

LHCDb Run 3 Dataflow: LHCb-FIGURE-2020-016
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High Level Trigger 1 (HLT1) SMARTHEP -
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> Fragments of detector readout collected by
custom FPGA cards.
~ Event Builder (EB) server collects fragments o
into packets. gy
~ Event Filter Farm (EFF) processes and oo s
selects packets using GPUs; 2 GPUs per-EB
node.
~ Software (Allen) designed with parallel
event processing in mind; largely CUDA-
based. )
..
> Raw data of selected events sent to buffer S_-l?
for later processing by HLT2. e s e e ed | B
Up to 100 HLT2 sub-farms (4000 servers) B

J. Gooding | CSC 2023 Student Lightning Talks AQ MHz or bust: real-time triggering on full-detector readout at LHCb 1st September 2023 | 6
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REAL-TIME
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CALIBRATION
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(GPU HLT1)
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DETECTOR

& SELECTIONS
(CPU HLT2)

READOUT

All numbers related to the dataflow are

taken from the LHCb 68%

Upgrade Trigger and Online TDR TURBO
EVENTS

Upgrade Computing Model TDR

LHCDb Run 3 Dataflow: LHCb-FIGURE-2020-016
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Alignment & calibration SMARTHEP -

~ Real-time processing requires up-to-date alignment and calibration constants for HLT1+2.

» Sub-detectors aligned sequentially per-fill (~10 hours) using portion of data from buffer.

> Tracking detectors (VELO + Tracker below) can be calibrated in © (minutes).

O
Q
/2]
L/
o
ol| [
L
>

LHCb-PROC-2023-001

End of run

End of run
End of run
End of run
End of run
End of run
End of run
End of run

A A A A A
VELO alignment ,

Tracker alignment

Calorimeter Calibration

Muon alighment
RICH calibration

RICH mirror alignment
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Upgrade Trigger and Online TDR TURBO

EVENTS
Upgrade Computing Model TDR

LHCDb Run 3 Dataflow: LHCb-FIGURE-2020-016
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High Level Trigger 2 (HLT2) SMARTHEP
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9

> HLT2 responsible for selection and full S
. . . A k.. e “
event reconstruction; selection algorithms -
configured as “lines”.
> Many lines written in Turbo persistency ., g
model (right) = only required objects AIE
persisted in each event. M
=l |8
~ Additional objects (e.g. ECAL clusters) i
can also be persisted. \
> Sprucing (additional selections) can be ,
applied to HLT2 selections to control
bandwidth of non-Turbo data. {r
Raw banks: VELO RICH i ECAL
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Conclusion

~ Real-time approach to data-taking demonstrated
to work (see right)

~ LHCDb well-equipped to take data in real-time in
Run 3.

~ HLT1 successfully taking data.
» HLT2 running in intended configuration.

~ Implementation of alignment and calibration
well-underway

>~ Significant increase in data collection for Run 3;
many new measurements also now possible.

Any questions?

Left many topics out! Catch me later on/get in touch to chat about:
> Dilepton selections > Trigger commissioning * Real-time analysis

J. Gooding | CSC 2023 Student Lightning Talks AOQ MHz or bust: real-time triggering on full-detector readout at LHCb
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The LHCb detector SRR T

REAL-TIME ANALYSIS FOR
SCIENCE AND INDUSTRY /
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Questions

Can you list the best repositories for research purpose?

Certainly, here are some popular repositories commonly used for research purposes:

1. Zenodo: A repository that focuses on archiving and sharing research outputs, including
datasets, publications, and other scholarly content. It's often used by researchers across
various disciplines.



https://zenodo.org/

ETH:zurich

PocketCoffea

a configuration layer for CMS analyses with Coffea

Matteo Marchegiani

CMS |
CERN School of Computing 2023

September 1%, 2023




Key concepts

o Inview of Run-3 and HL-LHC, state-of-the-art analysis tools need to
be employed to cope with larger and larger datasets

o Compressing the information of particle collisions into the smallest
format as possible is crucial to achieve the highest computational
performance

o  We present a CMS analysis framework with the aim of:
— user-friendliness
—  reproducibility
—  efficiency

The focus of today’s presentation will be on the computing related
aspects of the analysis framework.

/ CMS Data formats

AOD
~500 kB/event

l ~10% size

MiniAOD
~50 kB/event

l ~0.4% size

NanoAOD

~1-2 kB/event




Reusable CMS-specific
analysis structure:

multiple Coffea analyses,
sharing most of the code
base, driven by configuration.

Configuration layer for
CMS analyses

Boos’r_-‘;&
ﬁ’ ? istogram
XRootD scale — Utilities for general HEP -
DASK « ! 2 analysis. Processor structure u iy
V- ) and scaling infrastructure ,.I=
HIConddr |

Data manipulation layer matplthb

@ Ithu ..................................................................................................................................

readthedocs Storage I/O layer

Complete installation /\/. RO O—l—

g u id e h ere _~ Data Analysis Framework

01.09.2023 PocketCoffea 3



https://pocketcoffea.readthedocs.io/en/latest/installation.html
https://github.com/PocketCoffea/PocketCoffea
https://pocketcoffea.readthedocs.io/en/latest/

Coffea - Columnar Object Framework For Effective Analysis 2

o Pure python package implementing the typical
needs of a HEP analysis

— Analysis on high-level objects: electrons,
muons, jets...

R ]

—  Operations on 4-vectors

—  Apply corrections to MC events

e,
Il

o Relies on ROQOT to read files only

|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
} Columnar
\

Event loop

o Features vectorization of operations
—  Faster than traditional event loop

o  Possibility to run in parallel and scale-out on
computer clusters

— using schedulers such as Dask, Spark, parsl

01.09.2023 PocketCoffea



Coffea processor

The general idea of the Coffea processor is:

o  Open and read files with uproot

o For each file, the events are split into chunks (e.g. chunks of 400k events each)

o Each chunk is processed independently by process()

o  The output histograms and/or ntuples are added chunk by chunk to an “accumulator” object

o  Operations on the full processor output are performed in postprocess()

chunk #1 4 N\
chunk#2 —— \
Read files process() Accumulator postprocess()
EEEEEE——
chunk #N K / Postprocess final
Open files Split files Process chunks Add results to (e aczzzglagb
with uproot into chunks in parallel accumulator 9 y

sum of genweights)

01.09.2023 PocketCoffea S




A customizable CMS analysis workflow

PocketCoffea implements a Coffea processor containing all the

standard steps of a CMS templated analysis:

o  Skimming of events

o  Object preselection and calibration
o  Event preselections

o  Categorization

o  Histogramming

o  Export of ntuples

Custom workflow implemented as derived processor class with

predefinite entry points

For these customizations, the user needs to expand the Base
processor code and/or the libraries containing the parameters

and cut functions

01.09.2023 PocketCoffea

Skim

g

Object
cleaning

X

Event
preselection

X

Categorization

X

Histogramming
/ columns

after_skim()

before_preselection()

after_preselection()

customize_histo()


https://github.com/PocketCoffea/PocketCoffea/blob/main/pocket_coffea/workflows/base.py

n n
29 v cfg = Configurator( 75 weights = {
onfiauration B R s, B Sk,
31 datasets = { 7 "inclusive”: ["genWeight","lumi","Xs",

32 "jsons": [f"{localdir}/datasets/backgrounds_MC_ttbar.json", 78 "pileup",
33 f"{localdir}/datasets/DATA_SingleMuon.json", 79 "sf_ele_reco", "sf_ele_id",
34 1. 80 "sf_mu_id","sf_mu_iso",
35 "filter" : { 81 1
36 "samples": ["TTToSemiLeptonic", 8z "bycategory" : {
. . . . 37 "TTTo2L2Nu", d t t 83 } .
Keep track of all the parameters in a single config file a wn sy, AALASETS - - weights
39 "samples_exclude” : [], % bysample”: {
40 "year": ['2018'] :i , }
: . " 5 .
o Define all the relevant parameters for running: a B s
. g s 90 "weights": {
a4 workflow = semileptonicTriggerProcessor, o et
H a5 i e &

— input datasets to process a i R RERIAS, e FESE, = i S
a7 get_HLTsel(primaryDatasets=["SingleMuon"])], o } .
48 preselections = [semileptonic_presel_triggerSF], o5 1,

—  workflow and output folder 4 categortes = ( % o
50 "Ele32_EleHT pass" : [ 97 3 . "
51 get_HLTsel(primaryDatasets=["SingleEle"]) & % Va rl atlo n S
52 1 99 "shape": {

—  executor parameters 5 Eles2 EleHT_ral® : [ "eomant
54 get_HLTsel(primaryDatasets=["SingleEle"], invert=True) 101 ninclusive": [ "JES_Total", "JER" ]
55 1 102 3}

56 "Ele32_EleHT_pass_lowHT" : [ 103 }

o Define cutflow by defining cut functions dynamically 5 ot _HLTso1(pr tnaryDatasots=["Singlecle"]), w

58 get_ht_below(400) H
= selections | ——

M M M . : 60 "Ele32_EleHT_fail lowHT" : 107 any _hists( 6ood" ),
—  skimming, preselections and categorization - e o i T S A -
62 get,ht,below(dee) j(jz "Elettrnnﬁeaﬂ,p!” : HistConf(
D ﬁ . 63 1 11 Axis(co! » type="variable",
O h l b / b l 64 "Ele32_EleHT pass_highHT" : [ 112 b , 35, 40, 50, 60, 70, 80, 99, 100, 139, 200, 500],
efine weights to apply by category / by sample o povmr sl inde ST STRN e e Ry

114 1im=(8,500))

s e 2, histograms

o Define variations to store by category / by sample & "Eled2_ELeHT_tail_highk : [ G

69 get_HLTsel(primaryDatasets=["SingleEle"], invert=True), il ot et BBt typecRRAST:
70 get_ht_above(400) 120 .5, -2.0, -1.5660, -1.4442, -1.2, -1.0, -0.8, -0.6,
. . . 71 i - P S\etas”,
o  List histograms to be produced and parameters: 7 “inclusiver : [passtnf 7 ¥ rLopens - C

238 "executor" : "dask/lxplus”,

3 i 239 "env" : "conda",
240 "workers" t 1,

M M H 241 "scaleout" : 100,
— CUStomlze blnn|n91 label51 etc- 242 "worker_image" : "/cvmfs/unpacked.cern.ch/gitlab-registry.cern.ch/cms-analysis/|
243 "queue" : "microcentury”,
244 "walltime"
oy . . po . 245 "mem_per_worker"
o Additional analysis-specific parameters can be also defined r

247 "exclusive" u n
248 "chunk" :
249 "retries" 1 50, .
treeresstiont : 20, options
251 "adapt" : False,
252
253 }
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Scaling up with Dask

Coffea offers 3 main modes for processing:

o Iterative executor: sequential processing on 1 CPU

o  Futures executor: parallel processing on multiple CPUs on local machine

o  Scaleout on a computer cluster using a scheduler, parallel processing on multiple CPUs

The coffea processor starts a Dask scheduler (local) + N worker jobs (condor).

o  the scheduler splits the dataset in chunks m n(jvr
o  chunks are sent to workers automatically to be elaborated O O

o  the Dask scheduler handles the job splitting dynamically

o if a worker fails the corresponding task is rescheduled

In practice:

o less job sitting
o ability to run a full CMS analysis in ~hours (whereas typical Run 2 analyses could take even days)

01.09.2023 PocketCoffea 8




Jobs monitoring with Dask

[é Status  Workers  Tasks  System Profile ~ Graph  Groups Info  More...

Bytes stored: 166.08 GiB Task Stream

%.0

T T
280 G5 2560 6 40 6 %1206,

Bytes stored per worker

'
'
. i
0 7 2
0 VG 6

3 P 5 .
’ i
v
Processing CPU Occupancy + J—
10

T
1/01
Tasks Processing

.
.
.
T T
20 K

Progress -- total: 1301, in-memory: 148, processing: 13, waiting: 20, erred: 0

reduce

112/132

dask monitoring on port 8787 (with a tunnel to Ixplus)
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Dask task graph

[{ Status ~ Workers  Tasks  System Profle ~ Graph  Groups Info  More...

) reduction

rsccn Map events into chunks N
itk A / \ &

_ / T ——— W memory p

1 = B released

m processing |
1007:) ® waiting I
8 -
n

40 <

RESERERRRERE

20

. \__ _process /)
0 1Y2 3 4 5
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Performance profiling

Monitor the performance of the processor chain is very important
— very easy in PocketCoffea with python cProfile and snakeviz visualization

python -m cProfile -o profiling/output.prof scripts/runner.py --cfg config.py --test -1f 10

base.py:343(fill_histograms) .. I Fu nCtion Cau- StaCk Of a
o I typical PocketCoffea

- Il processor

mixins.py:18(func)
110s

I Very useful to keep an
’ eye on the optimization of
| Il ‘ ‘ each step of the

Wi \I procssene

Filling the histograms for

’ many categories and
variations is the slowest

IR
B TR T TIED operation (goody
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Conclusions

o PocketCoffea is a CMS analysis framework to perform efficient analysis
in a configurable way
o Code reusability thanks to class inheritance of processors

o Provides a general tool to share knowledge among different analyses

o The framework is being used for Run 2 analysis and could be used for
the analysis of Run 3 data in the future

Thank you for the attention!
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Compact Muon Solenoid (CMS)

= /Compacl Muon Solenoid




Compact Muon Solenoid (CMS)
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CMS Trigger

LHC collides pp every ~25 ns =40 MHz




CMS Trigger

L1 (Hardware based on FPGA) reduces rate to ~ 100 kHz

100 kHz

CMS Detector



CMS Trigger

HLT (Computer farm) reduces rate to ~ 1 kHz

40 MHz

CMS Detector L1 Trigger




CMS Trigger

Data is transferred and stored at Tier 0

CMS Detector i i [ Storage




Data Scouting



Data Scouting

CMS

L1 Trigger

Storage
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Data Scouting

CMS

L1 Trigger

-»?-»

Storage

Standard Stream

- ~1kHz

- ~1.5MB/event

- full event

- reconstructed at
Tier0 within 48 hours
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Data Scouting

Standard Stream

@ - ~1KkHz
‘ ‘ - ~1.5 MB/event
(o) - full event
- reconstructed at
CMS L1 Trigger HLT Storage Tier0 within 48 hours

The real bottleneck is data recording rate (MB/sec), not event rate (event/sec)
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Data Scouting

Standard Stream

@ - ~1KkHz
‘ ‘ - ~1.5 MB/event
(o) - full event
- reconstructed at
CMS L1 Trigger HLT Storage Tier0 within 48 hours

The real bottleneck is data recording rate (MB/sec), not event rate (event/sec)
Data writing rate (MB/s) = event size (MB) x rate (Hz)
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Data Scouting

Standard Stream

@ - ~1KkHz
‘ ‘ - ~1.5 MB/event
(o) - full event
- reconstructed at
CMS L1 Trigger HLT Storage Tier0 within 48 hours

The real bottleneck is data recording rate (MB/sec), not event rate (event/sec)
Data writing rate (MB/s) = event size (MB) x rate (Hz)

!
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Data Scouting

Standard Stream

@ - ~1KkHz
‘ ‘ - ~1.5 MB/event
(o) - full event
- reconstructed at
CMS L1 Trigger HLT Storage Tier0 within 48 hours

The real bottleneck is data recording rate (MB/sec), not event rate (event/sec)
Data writing rate (MB/s) = event size (MB) x rate (Hz)

' 1
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Data Scouting

Standard Stream

@ - ~1KkHz
‘ ‘ - ~1.5 MB/event
(o) - full event
- reconstructed at
CMS L1 Trigger HLT Storage Tier0 within 48 hours

The real bottleneck is data recording rate (MB/sec), not event rate (event/sec)
Data writing rate (MB/s) = event size (MB) x rate (Hz)

' 1

only keep smaller high-level description, and discard raw detector signals
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Scouting Stream

- reduced data format

- event size reduced by 100x

- event rate increased by 30x

- based on reconstruction at HLT
(no offline reconstruction)

Standard Stream

Data Scouting

() - ~1kHz
I ) - - 1.5 MB/event
0 - full event

- reconstructed at

CMS L1 Trigger HLT Storage TierO within 48 hours

The real bottleneck is data recording rate (MB/sec), not event rate (event/sec)
Data writing rate (MB/s) = event size (MB) x rate (Hz)

' 1

only keep smaller high-level description, and discard raw detector signals
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Interlude: Particle Flow (PF)

‘H HCAL
A

neutral l: Clusters
hadron : A H[ detector
. §
electron, photon,

charged y :
hadrons \ <)artlcle-ﬂow ”l
\ muon, neutral and

Nature Detector charged hadrons.

PF combines all
sub-detector
primitives (tracks,
clusters) to produce
physical objects:

T,
O
G
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Scouting Stream
=only PF particles
reconstructed at HLT

Data Scouting

Standard Stream

(&) all raw detector
‘readout

(@)

CMS L1 Trigger HLT Storage
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HL-LHC Upgrade: L1 Scouting



Scouting Stream
=only PF particles
reconstructed at HLT

HL-LHC: L1 Scouting

Standard Stream

— (&) = all raw detector
) — readout

(@)

CMS L1 Trigger HLT Storage

L1 Sco.utl.n.g (40 MHz) HiLuM
= L1 Primitives HL-LHC PROJECT
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RTA 1n LHC experiments



02 Trigger Level
(OnlineOffline) Analysis (TLA)

Data Scouting Turbo stream



Jet Run 3



° P\ Detector Response
O \
0 Jet Energy Correction
(JEC)

1. Jet Energy Correction (JEC) for scouting
e 2. Boosted H — bb analysis using scouting jets

CMS Experioent at the [LHC, (‘:E‘RN‘
' Y| Data recorded; 2017-Oct-20 03:55;39/135168 GMT
«;"‘_-1 Run NEvent A LS: 30531 767783 / 361

q q
B B Boson O

q

q

q
R o
L
Low boost High boost

Candidate event for highly-boosted H — bb




Thank you!

full slide


https://docs.google.com/presentation/d/1dKsb2_lAHWm1q7GOlXWYQ3CHGdaWaBD6m5LPvH3GbiA/edit?usp=sharing

Scouting Stream

- reduced data format

- event size reduced by 100x

- event rate increased by 30x

- based on reconstruction at HLT
(no offline reconstruction)

Data Parking

Standard Stream
(&) - ~1kHz
‘ - ~1.5MB/event
o) - full event
- reconstructed at
CMS L1 Trigger HLT Storage TierO within 48 hours
Parking Stream
- ~3 kHz
- ~1.5 MB/event
- full event
- Reconstructed when

resources become available
28
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