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1. Design choices
« RDMA stands for Remote Direct Memory Access - used for data < backpressure mechanism:

2. Development setup
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- several transport functions, such as send/receive, write and read. The one  flip-flopping . o , 100 Gbps p ey
used here is RDMA write: - out-of-band sender/receiver communication using I
- up to this point'?, tested for individual bursts of data TCP/IP h . .
+ in a production setting, that is not enough - for meaningful test ° recelvehr - 2 threads, syncronized using a
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- multiple simultaneous clients and connections G —
. senders implemented both in software and in hardware on Xilinx Alveo  * Sénder — 3 threads, 2 of them o BRI D e
boards for individual bursts syncronized using a semaphore: " 08: Linux

RDMA NICs: NVIDIA Mellanox ConnectX-5 EX Dual Port 40/100GbE QSFP28
FPGA board: XILINX Alveo U50

- continuous flow of data can't be safely implemented when using - #1 sends data, posts Semgpgo'fe
RDMA write without accounting for consumption of received » #2 waits semaphore, sends data

d bv cli write notification wiite pointer

h ata by C 'le.nﬁs.t ol ted soluti . * #3 receives backpressure ) )

o bofry | mpiemented Sotution UsIng: commands 5. Multiple connections (hardware)
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 aS a consequence, the independent control of each connection
was not a priority when this was developed
 continuous flow requires fully independent control for each
connection - this will be implemented in the future
- tested with message sizes (in bits): 128 to 512M
- tested with message counts: 10, 100, 1000

3. Design consequences

- burst = message size {bytes] x message count  once buffer occupancy reaches the upper . two references used:
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3) The code of the software senders and all the receivers can be found at https://github.com/mev/rdmatools
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4. Continuous flow, multiple connections (software)
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