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Introduction on RDMA and RoCE

Jayng

o}
Application /Application

@
. . . Socket = Socket
In a DAQ system a large fraction of CPU resources is engaged in s
networking rather than in data processing; common network stacks 1
that take care of network traffic usually manipulate data through W :‘Z WLl
protocol driver | @ protocol driver

several copies.

RNIC/FPGA

RDMA
stream stream

Remote Direct Memory Access (RDMA), as the name suggests, allows read and write operations directly in the
target machine(s). This implies no OS involvement allowing high-throughput and low-latency applications.

This requires RDMA enabled NICs on both ends (RNIC) that perform the DMA, reducing the CPU load.
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RDMA protocols

Many RDMA flavours are available:

® InfiniBand, it requires IB capable switches

InfiniBand

LRH | 1B GRH

1B Payload | ICRC

1B BTH
(+ RETH/AETH) e |

® Local and Global Route Headers

® Base and Extended Transport Headers
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RDMA protocols

Many RDMA flavours are available:
® InfiniBand, it requires IB capable switches

® RoCEvl, it introduces the Ethernet framing, enable use of commodity switches

InfiniBand
1B BTH
l LRH ] 1B GRH (+ RETHIAETH) 1B Payload | ICRC [ VCRC l
\ ) | \
! ! ! RoCEv1 !
Eth L2 = 1B BTH
[ e E] 1B GRH (+ RETHIAETH) 1B Payload | ICRC [ FCs ]

® Eth L2 Header instead of LRH
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RDMA protocols

Many RDMA flavours are available:
® InfiniBand, it requires IB capable switches
® RoCEvl, it introduces the Ethernet framing, enable use of commodity switches

® RoCEv2, it adds the UDP/IP transport protocol

InfiniBand
1B BTH
| LRH | 1B GRH (+ RETHIAETH) 1B Payload | ICRC | VCRC |
' J | |
' ! ! RoCEv1l !
Eth L2 = IBBTH
| [T K 1B GRH (+ RETHIAETH) IB Payload ICRC FCS
, ’ ‘ . ’ Sa N S N
. . ~. RoCEv2 S
Eth L2 = P uDP 1B BTH
Header |E Header Header (+ RETH/AETH) 18 Payload ICRC Fes

® Drop the use of Global ID (GID) in favour of IP (RoCEv2 UDP port number 4791)
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RDMA protocols

Many RDMA flavours are available:
® InfiniBand, it requires IB capable switches
® RoCEvl, it introduces the Ethernet framing, enable use of commodity switches
® RoCEv2, it adds the UDP/IP transport protocol <

InfiniBand
1B BTH
I = I T |nemeny S | = = I RoCEv2 is the only industry
' : : RoCEv1 ' standard Ethernet-based RDMA
| deader (8| BORH | permemy 18 Payload | IcRe l Fes | solution with a  multi-vendor
L N ROCEV2 A ecosystem. For this reason it has
. . ~._RoCEv .
been chosen as target protocol.
| Eth L2 = P ‘ ubP 1B BTH 1B Payload | ICRC | FCs |
Header 3 Header Header (+ RETH/AETH)

Honourable mention

® iWARP, congestion-aware protocols, but higher complexity
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Front-End RDMA over Converged Ethernet
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Front-End RDMA over Converged Ethernet

Constant trend in producing larger and larger dataset in almost every experimental physics field, new
requirements arise form that:

® High throughput, low latency

® Efficient data movement
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Front-End RDMA over Converged Ethernet

Constant trend in producing larger and larger dataset in almost every experimental physics field, new
requirements arise form that:

® High throughput, low latency

® Efficient data movement

Such requirements lead to clever ideas and features:
® Zero-copy protocols such as InfiniBand or RoCE
® Move network protocol directly in the front-end electronics (FPGA)
® Need to be scalable 1/10/100 Gb/s to target different scenarios
® Multi-vendor ecosystem Xilinx/Microchip/Altera
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Front-End RDMA over Converged Ethernet

Constant trend in producing larger and larger dataset in almost every experimental physics field, new
requirements arise form that:

® High throughput, low latency

® Efficient data movement

Such requirements lead to clever ideas and features:
® Zero-copy protocols such as InfiniBand or RoCE
® Move network protocol directly in the front-end electronics (FPGA)
® Need to be scalable 1/10/100 Gb/s to target different scenarios
® Multi-vendor ecosystem Xilinx/Microchip/Altera

What can we achieve?
® Front-end initiates the RDMA transfer
® No point-to-point connection between front-end back-end

® Dynamical switching routing with COTS (lowering the costs and maintenance)
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What is FERoCE?

Front-end H Back-end Computing Farm

Commercial Switch

Back-end boards required to get the data, and send it
to the computing farms. This requires multiple custom
cards and custom boards
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What is FERoCE?

Front-end ' Back-end Computing Farm Front-end

Commercial Switch Commercial Switch

Computing Farm

Back-end boards required to get the data, and send it Front-end boards send data already packaged within an

to the computing farms. This requires multiple custom ethernet frame allowing switching and routing.

cards and custom boards Choosing the proper protocol allows the use of COTS
switches
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What is FERoCE?

Commercial Switch

Commercial Switch

Front-end

| Back-end Computing Farm Front-end ! Computing Farm

Back-end boards required to get the data, and send it Front-end boards send data already packaged within an

to the computing farms. This requires multiple custom ethernet frame allowing switching and routing.

cards and custom boards Choosing the proper protocol allows the use of COTS
switches

ETH RDMA network stack library has been chosen for the first prototype. Some of its characteristics:

® Entirely written in HLS (Vivado 2019.1)
® |t targets Xilinx FPGA with PCle connection
® 10/100 Gb/s speeds

® |t supports UDP, TCP and RDMA Svst @ ETHzirich
ystems ziiric
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Real-time Firmware simulation

Why a dynamic firmware simulation is needed?

DUT s L DUT
- £
P Dynamic stimulus £ 1 _% P
. Output s I 5
Stimulus P P Checker o 1 E P P
Third party tools [ )
n L —
P @ ® for checking g, E P
— &, =

® Explore wider test-case phase space
® Feed/Get ethernet frames directly to/from the

code
¢ Narrow test-case, limited by the stimulus ® Simulate the HDL produced starting from the
® Difficult to evaluate the RoCE stream produced HLS code
® Easy to set-up ® Capture frames with third party programs (e.g.
Wireshark)

® Possibility to treat it as a device and send frames
to Soft-RoCE or to a physical RNIC
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Real-time Firmware Simulation

Start form ETH network stack entirely developed in HLS. Functionalities and features must be understood:
real-time firmware simulation with real network traffic.
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Real-time Firmware Simulation

Start form ETH network stack entirely developed in HLS. Functionalities and features must be understood:
real-time firmware simulation with real network traffic.

® Works on Linux machines: Tun/Tap devices
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Real-time Firmware Simulation

Start form ETH network stack entirely developed in HLS. Functionalities and features must be understood:
real-time firmware simulation with real network traffic.

® Works on Linux machines: Tun/Tap devices

® It makes use of DPI-C interface of SystemVerilog: C code in our testbench!
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Real-time Firmware Simulation

Start form ETH network stack entirely developed in HLS. Functionalities and features must be understood:
real-time firmware simulation with real network traffic.

® Works on Linux machines: Tun/Tap devices

® It makes use of DPI-C interface of SystemVerilog: C code in our testbench!

® Tap device exchanges raw ethernet frames between simulation and Linux network stack

® We can capture such frames and study them
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Real-time Firmware Simulation

Start form ETH network stack entirely developed in HLS. Functionalities and features must be understood:
real-time firmware simulation with real network traffic.

® Works on Linux machines: Tun/Tap devices

® It makes use of DPI-C interface of SystemVerilog: C code in our testbench!

® Tap device exchanges raw ethernet frames between simulation and Linux network stack

® We can capture such frames and study them

SYNOPSYS

VCS Application

. . . g —_-—---=-=-- g Capture and ana-
Simulation with \

cl Transport ' Transport lyze packets, are
Synopsys VCS. S N

. . 8 1 they  malformed?

XGMII interface di- El] Network . Network Are  the RoCE
rectly form Xilinx ol 1 Ethemet frames

Pl

al PR LT (T TAP ) 1 parameters sent
MAC £ <—_dgeviee [«~— WIRESHARK \" correctly?

_ A

Once the stack has been verified, firmware can be eventually built (Resources? Performances? Is timing closure
reached?)
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Real-time Firmware Simulation

Start form ETH network stack entirely developed in HLS. Functionalities and features must be understood:
real-time firmware simulation with real network traffic.

® Works on Linux machines: Tun/Tap devices

® It makes use of DPI-C interface of SystemVerilog: C code in our testbench!

® Tap device exchanges raw ethernet frames between simulation and Linux network stack

® We can capture such frames and study them

Soft-RoCE used to

_ Application | capture and store in
Simulation with ’ \ 1 ‘I'-LJ)J memory data sent.
Synopsys VCS. §: Transport ! ! Transport 2 Enable fast verifi-
XGMII interface di- él Network : : Network '“‘é ca.tion of the sta.ick
rectly form Xilinx E: 1 E‘“e"‘T‘i:ames Ve ,'tn without going
MAC %l Data Link ‘;—M Data Link through sythe-

XGMIl interface sis/implementation
every time.

Once the stack has been verified, firmware can be eventually built (Resources? Performances? Is timing closure
reached?)
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Changes implemented

Some changes have to be made to the stack to enable us to use the AXl-stream port:

¢ Update FSM for RMDA WRITE:
® AXl-stream port did not work properly with RDMA WRITE, FSM get stuck if message is too big:
support only for WRITE ONLY, WRITE FIRST-MIDDLE-LAST are needed!
® Re-enable and update iCRC computation:

® By default iCRC was disabled
® The mask for its computation was wrong
o Need to solve timing violation here (time multiplex the computation?)

® Add prefix in each IP:

® Simulator doesn't like IP with same name but different functionality..
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RoCE

RoCEv2 is a complex protocol, but not all its features are required for this project. RoCE supports many
operations such as: RDMA SEND, RDMA WRITE, RDMA READ, ATOMIC OPERATIONS.

RoCE Soft-RoCE
HDL sim
Define:
Get SYNC oPs
QP info (_--d _______ adreer T PD A SYNC and END* messages are A
Write Data ata T addrrrkey R key outside the RoCE protocol
--------------------------------------- > *RDMA WRITE IMMEDIATE command exists that trigger a com-

pletion message upon finishing. ETH RDMA network stack doesn’t

‘_% support that.

_____________________ END —_|Checkdata
in buffers

The goal is only to push data and initiate the RDMA transfer, for this reason only RDMA WRITE is considered.
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ETH TX engine details

QP Context and connection info contains:
® QP numbers
® Remote and local PSNs
® Remote key
® Virtual address

® Remote IP address

TX Engine

Systems @ ETHzlrich

A A

QP Context info

QP Connection info
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ETH TX engine details

TX metadata contains:
® OQOperation type
® QP number
® Remote address
® Local address
® DMA length

TX Engine

TX_metadata

Systems @ ETHzlrich
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ETH TX engine details

QP Context and connection info contains: TX metadata contains:

® QP numbers ® Operation type

® Remote and local PSNs ® QP number

® Remote key ® Remote address

® Virtual address ® Local address

® Remote IP address ® DMA length

TX data TX Engine
- > - XGMII
L

MAC «——

A

TX_metadata

Y

Systems @ ETHzlrich

A A

QP Context info

QP Connection info
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Some results -Wireshark-

Used Wireshark to capture Ethernet frames coming out of the simulation.

127 273 5a0820803 22.1.212.100 20.0.0.251 ous 161 Standard query 40000 PTR _nfs. tep-local, *0H" question PTR_Ftp._tcp:Local, "OI" auestion PTR vebiav._tep-local, "M questic
X 22.1.212.209 2.1.212.18 458 RC ite Only
125 30.018741474 22.1.212.10 P stz o0 e 52 R Ackhou <oue GrLorooeo1s
- Togs: 610 00 0 2 se b bom o Moz e o0 e
5 Gii 2008 gauo  Fragnent Offsat: 0 st mB Mo ma e
Tine to viver 6 G053 531 b7 ot an Boconaoe it e s
Elan 51 v 0t B30 G 11 a8 34 be o0 CONOMCHERPNRENT G0 00
Header Checksum: Oxad53 [validation disabled] 55 ég gz gz 2.1 :g gg gg gg gg g: ‘ﬂ’: gg gg gg :: -
Deadar checksim status: Uoverdtied] 3 5 %0 00 0o 33 00 08 5 6o o 58 00 o0 o 00
Source diress; 22.1.212300 3 5 5 00 5 53 00 8 0 60 50 6 03 00 ob 8
« User betagyam, Frotecet, Sre Forth IaSIS, st Ports 471 o0 00 %0 00 80 1 40 5o g0 00 8 80 6 00 00 80 o
. " v 60 00 00 60 00 00 00 00 00 00 00 00 00 60 00 00
Port: 18515 00 00 00 00 00 00 B0 00 00 00 60 60 60 06 60 00
Bestination Port: 4791 3 5 00 00 00 93 00 d 0 00 a0 60 00 00 ab 80
Length: 424 80 00 00 00 00 ff 80 00 09 B0 00 00 00 60 00 00
» Checksum: 9x0000 [zero-value ignored] 90 00 00 00 66 00 6O 60 00 6O 60 60 60 66 60 00
Feeam indor 41 2 5 % 00 00 5 00 o8 5 G0 on 58 63 oa 08 00
+ [inestangs] @ 5 00 00 00 93 00 d 90 60 a0 o0 00 00 ab 80
8 poytond (416 bytes) G0 5 G 0 0 61 oo 00 o cb 55 6 03 00 00 80
« atinigan 30 05 50 00 86 9 60 d 90 00 a1 o8 60 00 o 8
pcode: Reliable Connection (RC) - ROMA WRITE Only (18) 80 00 00 00 00 00 00 00 00 60 0 00 00 60 0O 00
gprede: falizkle Cofnection (10) - G 50 5 5 0 & 09 o1 oo o £ 5 3 00 60 68
e - o lictang i G0 o0 do 0 50 00 00 00 0o ob 5 5 03 60 60 o0
: 155 3 % 00 o8 50 00 o8 00 o8 5 00 00 06 0 00
8000 = Header Version: @ 90 00 00 00 00 ff 40 61 00 G0 00 60 60 66 00 00 @
655: 86 06 06 60 66 B0 BO 60 86 09 00 66 6O B0 00
G 5 o 00 5 33 60 d6 0 co o 6 g od o 85
2 5 5 60 50 53 00 o9 5 60 on 50 06 o0 o 00
e oo

1 S

.00 0000 = Reserved (7 bits): 0
Packet Sequence Number: 10337885

~ RETH - RDWA Extended Transport Header
Virtual Address: 0x000055d67a861000

Invariant CRC: 0x93beslal
- Data (384 bytes)

[Length: 384]
[Communsty Th 1:471xBuCh]xS0xRk/abaCoslisvH-] =

In this frame we can check:
® Queue Pair number ® |P addresses

® RDMA OP Code ® Memory addresses
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Some results -Wireshark-

Used Wireshark to capture Ethernet frames coming out of the simulation.

127 273 5a0820803 22.1.212.100 20.0.0.251 ous 161 Standard query 40000 PTR _nfs. tep-local, *0H" question PTR_Ftp._tcp:Local, "OI" auestion PTR vebiav._tep-local, "M questic
X 22.1.212.209 2.1.212.18 458 RC ite Only
123 300, 078781474 22.1,212.10 2212209 e 52 R Acknowledae 00000011
o Logs: 10 00 0 2 se b bom o Moz e o0 e
5 Gii 2008 gauo  Fragnent Offsat: 0 st mB Mo ma e
Tine o tiver 5 G053 531 b7 ot an Boconaoe it e s
Elan 51 v 0t G630 0 11 o0 3d b 50 EENEECREERARRIN 0 00
Header Checksum: Oxad53 [validation disabled] 55 ég gz gz 2.1 :g gg gg gg gg g: ‘ﬂ’: gg gg gg :: -
e et it e i 3 5 %0 00 0o 33 00 08 5 6o o 58 00 o0 o 00
i 60 60 60 0 00 00 66 60 00 60 60 60 08 60 GO 00
« User betagyam, Frotecet, Sre Forth IaSIS, st Ports 471 o0 00 %0 00 80 1 40 5o g0 00 8 80 6 00 00 80 o
. " v 60 00 00 60 00 00 00 00 00 00 00 00 00 60 00 00
Port: 18515 00 00 00 00 00 00 B0 00 00 00 60 60 60 06 60 00
Bestination Port: 4791 3 5 00 00 00 93 00 d 0 00 a0 60 00 00 ab 80
Length: 424 80 00 00 00 00 ff 80 00 09 B0 00 00 00 60 00 00
» Checksum: 9x0000 [zero-value ignored] 90 00 00 00 66 00 6O 60 00 6O 60 60 60 66 60 00
Feeam indor 41 2 5 % 00 00 5 00 o8 5 G0 on 58 63 oa 08 00
+ [inestangs] @ 5 00 00 00 93 00 d 90 60 a0 o0 00 00 ab 80
0% payiond (416 bytes) G 3 00 00 8 Ff co a0 0 00 o0 6 00 00 Ob 85
« atinigan 30 05 50 00 86 9 60 d 90 00 a1 o8 60 00 o 8
ReLisble Connection {RC) 80 00 00 00 60 00 ©9 08 0 G0 6 60 06O 6 GO 60
- Solicited Event: False 80 00 00 00 00 £f 60 01 00 0O 00 00 00 00 60 0O
st G0 00 00 00 00 03 00 G0 0 00 00 60 00 00 0b 00
155 3 % 00 o8 50 00 o8 00 o8 5 00 00 06 0 00
oo 0000 = header Version: 0 @ 00 00 0o Ff 40 61 30 00 a0 60 00 00 0 8 o
Fiition Koy G0 50 00 58 03 60 G 5 60 o0 68 00 00 ob 9
86 90 00 00 00 00 00 89 60 09 60 00 00 06 00 00
60 00 60 60 06 B0 60 06 06 60 60 00 00 60 60 00
Acknowledge Request: True ©0 00 60 00 06 ff 03 be 81

1.
.00 0000 = Reserved (7 bits): 0
Packet Sequence Number: 10337885

~ RETH - RDWA Extended Transport Header
Virtual Address: 0x000055d67a861000

Invariant CRC: 0x93beslal
- Data (384 bytes)

[Length: 384]
[Communsty Th 1:471xBuCh]xS0xRk/abaCoslisvH-] =

In this frame we can check:
® Queue Pair number ® |P addresses

® RDMA OP Code ® Memory addresses

October 3 2023 Front-End Rdma Over Converged Ethernet




Some results -Wireshark-

Used Wireshark to capture Ethernet frames coming out of the simulation.

127 273.549820803 22.1.212.100 224.0.0.251 oS
i 2.1.212.200 2.1.212.18
129.306.678741474 22.1.212.10 221,212,209 RROCE

» 000 Tags: 0x0
6 0006 0000 0000 - Fragment Offset: 0
4

Protocol: UDP (17)
Header Checksun: Bxa4S3 [validation disabled]
s 1

Dst Port: 4791

» Checksun: 00000 [zero-value ignored]
[Strean index: 41
» [Timestanps]
UDP payload (416 bytes)
= InfiniBand
- Base Transport Header
Reliable Connection (RC) - ROMA WRITE Only (16)
- Solicited Event: False
= MigReq: False

62 RC Acknowledae 0=t

181 Standard query 813966 PTR nfs. tep.local, *OM" guestion PTR fip. tep.local,
458 RC ite Only

X600011

" question PTR vebdav. tep.local, "0M" questio

= ©8 00 27 5e bb bo 09 0a 35 62 9 €5 08 00 &5 00 =
81 bc 80 06 00 60 46 11 a4 53 16 01 d4 d1 15 01
d4 02 48 53 12 b7 ©1 a8 00 60 0a 60 F £f 00 00 - HS

Acknowledge Request: True

1.
.00 0000 = Reserved (7 bits): 0
Packet Sequence Number: 10337885

~ RETH - RDWA Extended Transport Header
Virtual Address: 0x000055d67a861000

Invariant CRC: 0x93beslal
- Data (384 bytes)

[Length: 384]
[Communsty Th 1:471xBuCh]xS0xRk/abaCoslisvH-]

In this frame we can check:
® Queue Pair number

® RDMA OP Code

October 3 2023

0030 00 11 80 8d be 5d INTIEERARPNIRIN 00 00
©2 24 60 08 01 80 69 00 00 60 00 00 60 66 00 60 -
0 00 60 60 66 00 60 00 0 00 00 00 00 60 00 00
80 00 60 00 00 00 80 G0 00 6O 00 60 60 60 00 00
80 00 60 0 00 0 B0 60 00 6O 0 60 00 60 00 00
©0 00 60 68 80 f 49 60 80 B0 0 69 60 66 0D 60 e
60 00 60 68 00 60 B9 00 00 60 00 00 00 60 B0 00
80 00 60 0 00 G B0 0 00 GO 00 60 60 60 00 00
80 00 00 00 00 0D B9 00 00 GO 00 60 00 60 00 00
80 00 60 00 00 £f B9 60 00 6O 09 60 00 60 00 60
80 09 60 0 60 0 B9 00 00 6O 00 00 00 60 00 00
60 00 60 08 00 GO B0 60 00 6O 00 60 60 60 00 60
80 00 00 00 00 0 B9 G0 00 6O 00 60 60 60 00 00
©0 00 60 00 00 £f <0 80 00 B0 00 00 00 60 00 60
©0 00 60 08 00 60 09 00 00 6O 00 0O 60 60 00 00
80 00 60 06 00 GO B0 60 00 6O 00 60 60 60 00 60
80 00 00 00 00 00 B9 0 00 6O 00 60 60 60 00 00
80 00 00 00 00 £ 60 01 00 00 00 B0 00 60 00 00
60 00 60 08 00 60 69 00 00 GO 0 00 00 66 00 60
60 00 60 00 00 60 B9 60 00 6O 09 60 60 60 00 00
170 B0 00 00 00 00 G0 B9 60 00 60 00 00 0
©0 00 60 00 00 Ff 49 01 00 6O 00 60 00 60 00 00 @
83 00 60 08 80 60 B9 0 00 6O 09 60 60 68 00 60
80 00 60 08 09 00 B9 00 00 60 00 00 00 60 00 60
60 00 60 00 00 GO B9 G0 00 6O 00 60 60 66 00 60
80 00 00 00 00 1 03 be 81 a7

IP addresses

Memory addresses
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Some results -Wireshark-

Used Wireshark to capture Ethernet frames coming out of the simulation.

127 273 19820803 22.1.212.100 200,251 o 191 Standard query 640080 TR _nfs. tep-local, "B question PTR_Fip_ tcp-local, "M auestion PTR sebiv._tep.lacsl, "0 cvestic
X .1.212.269 2.1.212.18 458 RC ite Only
i S e .3 5110 P stz o0 e 52 R Ackhou <oue GrLorooeo1s
. Pl 00 0 2 se b bom o Moz e o0 e
o 5660 coud 300" Fragment affset: o N ERNNn RTNRRALS
Tine to viver 6 B RN maentan
Hlae totiens 8 B30 G 11 a8 34 be o0 CONOMCHERPNRENT G0 00
Header Checksun: Bxads3 mumm disabled] 02 2d 00 09 01 80 00 00 00 0O 00 00 00 60 60 00 -
[Header checksun status: Unveri fied] €0 00 00 09 60 00 09 69 00 60 69 69 90 99 60 00
Ueater checksim status: U G o0 58 55 59 09 00 60 o8 cn 58 55 63 90 %0 o0
i 60 60 60 0 00 00 66 60 00 60 60 60 08 60 GO 00
- i Dot ety B Fort a1 Dat ot o0 o0 g0 08 00 1 4o so uo oo o0 0 9 03 50 10 e
. v 00 00 06 00 00 00 00 00 60 00 00
Port: 18515 00 00 00 ﬂﬂ na 00 00 00 00 G0 60 60 60 06 B0 00
Bestination Port: 4791 Go 5o 58 55 50 09 00 co on ob 55 55 03 00 60 o0
Length: 424 80 00 00 60 nﬂ £f 80 00 09 B0 00 00 00 60 00 00
» Checksum: VXGUW [zero-value ignored] 90 00 00 00 66 00 6O 60 00 6O 60 60 60 66 60 00
oo ireon o o0 58 13 09 50 00 6o oo cb b8 58 09 00 S0 &8
» st G 5n 58 53 50 09 00 6o an on 55 55 03 60 60 o0
S poyios (416 bytes) G0 5 G 0 0 61 oo 00 o cb 55 6 03 00 00 80
 Tafimde 30 05 50 00 86 9 60 d 90 00 a1 o8 60 00 o 8
Reliable Connection (RC) - ROMA WRITE Only (18) 80 00 00 00 00 00 00 00 00 60 0 00 00 60 0O 00
- Solicited Event: False 80 00 00 00 00 £f 60 01 00 0O 00 00 00 00 60 0O
e e G0 o0 do 0 50 00 00 00 0o ob 5 5 03 60 60 o0
175 5o 6o o o5 5o 39 99 00 on on 58 51 b9 00 00 o0
8000 = Header Version: @ 90 00 00 00 00 ff 40 61 00 G0 00 60 60 66 00 00 @
ition Key: 655: 66 06 06 00 06 B0 BO 60 0O 6O 69 60 60 66 66 0O
G0 50 5 03 59 00 00 oo o8 o 03 09 03 00 00 50
60 00 60 60 06 B0 60 06 06 60 60 00 00 60 60 00
1 Acknowledge Request: True 60 00 60 60 06 ff 03 be 81 a7

060 0000 = Reserved (7 bis): 0
Facket seuence aber: 10337663

o Exte
it recd
Renote Key

4 Langth: 384 (6x00000180)
Invariant GRC: ox03be

- ot (a4 byes)

TLength: 3641
[Communsty Th 1:471xBuCh]xS0xRk/abaCoslisvH-] =

In this frame we can check:
® Queue Pair number ® |P addresses

® RDMA OP Code ® Memory addresses
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Summary and Outlook

Summary
® Developed a dynamic simulation

® Tested and verified ETH network stack
® Fed simulation RoCE data to Soft-RoCE end-point

October 3 2023
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Summary and Outlook

Summary
® Developed a dynamic simulation ot Rioo st o =,
® Tested and verified ETH network stack éi TNE,,,:,: E E TNeM:: Eﬁfz
® Fed simulation RoCE data to Soft-RoCE end-point e -"5"“”"*_" ’
Outlook
® Cut ETH library to reduce the FPGA resource footprint RDMA
® Move from Xilinx HLS to a more agnostic HLS and/or m »
rewrite a stack's subset in HDL (only RDMA WRITE)
® Delopy the light-RoCE in a Microchip FPGA Systems @ ETHzirich
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System@ETHziirich network stack repository,
https://github.com/fpgasystems/fpga-network-stack

System@ETHziirich Distributed OS , https://github.com/fpgasystems/davos

Modified network stack repository (work in progress),
https://github.com/Gabriele-bot/fpga-network-stack
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CRC mask fix network stack repository, https://github.com/Nayib/fpga-network-stack
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