System-level Tests of Large-scale Multi-module Prototype Structures
of the ATLAS ITk Pixel Detector
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e Resolve and reconstruct more particles per event RD53A Panel 0
o More layers and higher granularity than current ATLAS Inner Detector : Module ) PCB
o Pixels: 13m? total area, 5 layers (PPO)
o Strips: 165m? total area, 4 layers and many
e Radiation hard upto 2 x 10*¢ neq/cm2 fluence more... DP
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I Tk Pixel Prototypes—Inner System

Prototypes built with RD53A pixel modules

e Module = sensor + front-end (FE) chip

e Two flavors:
o Triplets: 3sensors & 3 FE’s
o Quads: 1large sensor &2 x 2 FE’s

e 400px x 192px with 3 different FE designs

e Datatransmissionup to 1.28Gbps per FE

e Serial-powered from constant current source
(Shunt-LDO regulator)
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Future Work

e We are now in pre-production!
e Test LO & L1 staves with their appropriate services
e |Infrastructure upgrades
o Improving CO, cooling tower
o Implement more realistic DCS/interlock system
e Multi-module read-out scheme in development
o Multi-module control software ready, but need firmware modifications
e Integrating multiple local supports into quarter-shell system
o Active mock-up’s in progress
o Planning integration strategy & providing design feedback
e Multi-sub-system “slice” test @ CERN, planned for 2024

Building the ITk Pixel System

e Load modules onto local supports
o Carbon fiber structures
o Staves for barrel region,
rings for endcap region
e Connect various flexes and electrical services

Testing the ITk Pixel System

e Test module performance at each step
o Production — Reception
— Loading — With proper services
o Connectivity, digital scans,
disconnected bump-bonds (discBB), etc. LO L1
e Verify thermal performance
e Verify serial power chain

5 Flavors of
Inner System Structures
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