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Role of MW
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(6.5 MeV) and track momentum (2.3 MeV),
on the z coordinate measured in the COT
(0.8 MeV), and on QED radiative corrections
(3.1 MeV). Measurements of the Z boson
mass using the dielectron track momenta,
and comparisons of mass measurements using
radiative and nonradiative electrons, provide
consistent results. The final calibration of the
electron energy is obtained by combining the
E/p-based calibration with the Z → eeð Þmass-
based calibration, taking into account the cor-
related uncertainty on the radiative corrections.
The spectator partons in the proton and

antiproton, as well as the additional (≈3) p!p
interactions in the same collider bunch cross-
ing, contribute visible energy that degrades
the resolution of u

→
. These contributions are

measured from events triggered on inelastic
p!p interactions and random bunch cross-
ings, reproducing the collision environment
of theW and Z boson data. Because there are
no high-pT neutrinos in the Z boson data, the
p
→
T imbalance between thep

→‘‘

T andu
→
inZ → ‘‘

events is used to measure the calorimeter
response to, and resolution of, the initial-
state QCD radiation accompanying boson
production. The simulation of the recoil vector
u
→
also requires knowledge of the distribution of

the energy flow into the calorimeter towers
impacted by the leptons, because these towers
are excluded from the computation of u

→
. This

energy flow ismeasured from theW boson data
using the event-averaged response of towers
separated in azimuth from the lepton direction.

Extracting the W boson mass

Kinematic distributions of background events
passing the event selection are included in
the template fits with their estimated nor-
malizations. The W boson samples contain a
small contamination of background events
arising from QCD jet production with a hadron
misidentified as a lepton, Z → ‘‘ decays with
only one reconstructed lepton,W → tn→ ‘n!nn,
pion and kaon decays in flight to muons (DIF),

and cosmic-ray muons (t, tau lepton; !n, anti-
neutrino). The jet, DIF, and cosmic-ray back-
grounds are estimated from control samples
of data, whereas the Z → ‘‘ and W → tn
backgrounds are estimated from simulation.
Background fractions for the muon (electron)
datasets are evaluated to be 7.37% (0.14%)
from Z → ‘‘ decays, 0.88% (0.94%) from
W → tn decays, 0.01% (0.34%) from jets,
0.20% from DIF, and 0.01% from cosmic rays.
The fit results (Fig. 4) are summarized in

Table 1. The MW fit values are blinded during
analysis with an unknown additive offset in the
range of−50 to 50MeV, in the samemanner as,
but independent of, the value used for blinding
the Z bosonmass fits. As the fits to the different
kinematic variables have different sensitivities
to systematic uncertainties, their consistency
confirms that the sources of systematic uncer-
tainties are well understood. Systematic uncer-
tainties, propagated by varying the simulation
parameters within their uncertainties and re-
peating the fits to these simulated data, are
shown in Table 1. The correlated uncertainty in
the mT (p‘T , pnT ) fit between the muon and

electron channels is 5.8 (7.9, 7.4)MeV. Themass
fits are stable with respect to variations of the
fitting ranges.
Simulated experiments are used to evaluate

the statistical correlations between fits, which
are found to be 69% (68%) between mT and
p‘T (p

n
T) fit results and 28% between p‘

T and pnT
fit results (43). The six individual MW results
are combined (including correlations) by
means of the best linear unbiased estimator
(66) to obtain MW ¼ 80;433:5 T 9:4MeV ,
with c2/dof = 7.4/5 corresponding to a prob-
ability of 20%. The mT, p‘

T, and pn
T fits in the

electron (muon) channel contribute weights
of 30.0% (34.2%), 6.7% (18.7%), and 0.9%
(9.5%), respectively. The combined result is
shown in Fig. 1, and its associated systematic
uncertainties are shown in Table 2.

Discussion

The dataset used in this analysis is about four
times as large as the one used in the previous
analysis (41, 43). Although the resolution of the
hadronic recoil is somewhat degraded in the
new data because of the higher instantaneous
luminosity, the statistical precision of themea-
surement fromthe larger sample is still improved
by almost a factor of 2. To achieve a commen-
surate reduction in systematic uncertainties, a
number of analysis improvements have been
incorporated, as described in table S1. These im-
provements are based on using cosmic-ray and
collider data inwaysnot employedpreviously to
improve (i) the COT alignment and drift model
and the uniformity of the EM calorimeter re-
sponse, and (ii) the accuracy and robustness of
the detector response and resolution model in
the simulation. Additionally, theoretical inputs
to the analysis have been updated. Upon incor-
porating the improved understanding of PDFs
and track reconstruction, our previousmeasure-
ment is increased by 13.5MeV to 80,400.5MeV;
the consistency of the latter with the new mea-
surement is at the percent probability level.
In conclusion, we report a new measure-

ment of theW bosonmass with the complete
dataset collected by the CDF II detector at the
Fermilab Tevatron, corresponding to 8.8 fb−1

of integrated luminosity. This measurement,
MW ¼ 80;433:5 T 9:4MeV, is more precise
than all previous measurements ofMW com-
bined and subsumes all previous CDF mea-
surements from 1.96-TeV data (38, 39, 41, 43).
A comparison with the SM expectation of
MW ¼ 80;357 T 6MeV (10), treating the quoted
uncertainties as independent, yields a differ-
ence with a significance of 7.0s and suggests
the possibility of improvements to the SM
calculation or of extensions to the SM. This
comparison, along with past measurements, is
shown in Fig. 5. Using the method described
in (45), we obtain a combined Tevatron (CDF
and D0) result of MW ¼ 80;427:4 T 8:9MeV.
Assuming no correlation between the Tevatron
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Table 2. Uncertainties on the combined
MW result.

Source Uncertainty (MeV)

Lepton energy scale 3.0
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Lepton energy resolution 1.2
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Recoil energy scale 1.2
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Recoil energy resolution 1.8
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Lepton efficiency 0.4
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Lepton removal 1.2
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Backgrounds 3.3
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

pZT model 1.8
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

pWT =p
Z
T model 1.3

. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Parton distributions 3.9
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

QED radiation 2.7
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

W boson statistics 6.4
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Total 9.4
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Fig. 5. Comparison of this CDF
II measurement and past MW

measurements with the SM
expectation. The latter includes
the published estimates of the
uncertainty (4 MeV) due to
missing higher-order quantum
corrections, as well as the
uncertainty (4 MeV) from other
global measurements used as
input to the calculation, such as
mt. c, speed of light in a vacuum.
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Fig. 1 The fitted mW in the GPDs versus LHCb for each NNPDF3.0 set, and for (left) W+ and (right) W−.eps
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Fig. 2 The fitted mW for W+ versus W− and for (left) LHCb and (right) the GPDs. Based in the NNPDF3.0 PDF sets

Table 3 The PDF uncertainties
on the LHC averages including
and excluding LHCb, resulting
from the weighted average with
the optimal weights, α

PDFs Experiments δPDF (MeV) α

PDF4LHC(2-sets) 2×GPD 10.5 (0.26, 0.74, 0, 0)

PDF4LHC(2-sets) 2×GPD + LHCb 7.7 (0.30, 0.45, 0.21, 0.04)

PDF4LHC(3-sets) 2×GPD 16.9 (0.50, 0.50, 0, 0)

PDF4LHC(3-sets) 2×GPD + LHCb 12.7 (0.43, 0.41, 0.11, 0.04)

NNPDF30 2×GPD 5.2 (0.50, 0.50, 0, 0)

NNPDF30 2×GPD + LHCb 3.6 (0.35, 0.47, 0.16, 0.02)

MMHT2014 2×GPD 9.2 (0.45, 0.55, 0, 0)

MMHT2014 2×GPD + LHCb 4.6 (0.39, 0.14, 0.46, 0)

CT10 2×GPD 11.6 (0.33, 0.67, 0, 0)

CT10 2×GPD + LHCb 6.3 (0.38, 0.20, 0.40, 0.03)

hopes to record around 7 fb−1 at
√
s = 13 TeV. Given the

W → µν signal yields reported in a LHCb measurement
using only 1 fb−1 of data from the 2011 Run [26], we extrap-
olate the projected Run-I and Run-II signal yields, and use
these to estimate the uncertainties on amW measurement with
LHCb. These estimates are listed in Table 4, for both the Run-
I and Run-II datasets. They are quoted separately for the W+

and W− since the PDF uncertainties, as discussed in detail
in Sect. 2, motivate separate analyses for the two charges.

3.1 Statistical sensitivity estimate for the p$
T fit

In Ref. [26], LHCb found, in 1 fb−1 of Run-I data, around
550k candidate muonic W+ decays, and around 350k W−,

123

G.Bozzi, L.Citelli, M.Vesterinen, A.Vicini, arXiv:1508.06954

The PDF uncertainty on  is anti correlated between ATLAS/CMS and LHCb
Ⱦ relevance of the LHCb result in a global combination

mW

2
2-2

I MW fundamental SM parameter,
important input to global EW fits.

I Quantum corrections to MW sensitive to
Mtop, MH , allowing stringent consistency
tests on the SM.

I Heading for 10−4 relative accuracy on its
determination.

I High time to assess accuracy of tools
and methodologies employed for MW
extraction from experimental data.
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MW determination at hadron colliders

I In charged-current DY (CCDY), neutrino reconstruction possible in the transverse plane: pνt
inferred from missing /E t .

I Define relevant transverse observables: p`t , and M`ν
t =

√
2 p`t pνt (1− cos ∆φ`ν).

I p`t and M`ν
t spectra display a kinematical jacobian peak whose position is related to MW : e.g.

dσ
dp`t

∝ 1√
1− (2 p`t /ŝ)2

∼ 1√
1− (2 p`t /MW )2

I Enhanced sensitivity to MW variations: ∆MW /MW ∼ 10−4 modifies p`t at the 10−3 level.
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Jacobian-peak description

I Description of the jacobian-peak shape is
sensitive to a variety of theoretical and
experimental effects.

I Soft radiation causes integrable
singularity (Sudakov shoulder [Catani,Webber

’97]) in the fixed-order description beyond
LO.

I QCD resummation required.

Alessandro Vicini - University of Milano                                                                                                                                                                                                                                                                                   Milano, February 1st 2023

The lepton transverse momentum distribution in charged-current Drell-Yan

The lepton transverse momentum distribution has a jacobian peak 

induced by the factor   .

When studying the W resonance region, the peak appears at 

Kinematical end point at MW/2  at LO

The decay width allows to populate the upper tail of the distribution

Sensitivity to soft radiation Ⱦ double peak at NLO-QCD

The QCD-ISR leading log resummation broadens the distribution
and cures the sensitivity to soft radiation at the jacobian peak.

1/ 1 − s
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MW determination at hadron colliders

problems are due to 独the smearing of the distributions due to difficult neutrino reconstruction

                               独sensitivity to the modelling of initial state QCD effects

Experimental Observables 

5 EPS-HEP Stockholm   18/07/2013 T.Kurca for D0 Collaboration 

pT(e) 
 most affected by pT(W)   

MT 
 less sensitive to transverse motion of W 
- sensitive to detector resolution effects 

          No pT(W)  
   pT(W) included 

  Detector effects  

  extract W mass from 3 observables transversal to the beam direction:   
               Electron pT 
               W transverse mass MT 
               Missing ET 

  complementary observables, not completely correlated 
   

 

)cos1(2 Q
Q IeT

e
TT EEM '� 
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5

leading order
+ QCD ISR and QED FSR
+ detector effects

I QCD ISR + QED FSR dominate
smearing of the jacobian peak in p`t :
need for excellent theoretical predictions.

I Detector effects dominate smearing of
the jacobian peak in M`ν

t : need excellent
experimental control on neutrino
reconstruction, challenging at the LHC.
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Standard extraction of MW from jacobian-peak shape: template fitting

I Compute theoretical distributions for p`t (or M`ν
t ) with different hypotheses MW ,i for the W

mass (template distributions).

I Compare templates with experimental measurements in a given fit window; calculate χ2
i for

each MW ,i hypothesis.

I Extract MW as the MW ,i hypothesis associated to the smallest χ2
i .

Given one experimental kinematical distribution
  ∙ we compute the corresponding theoretical distribution for several hypotheses of one Lagrangian input parameters (e.g. )
  ∙ we compute, for each  hypothesis, a   defined in a certain interval around the jacobian peak (fitting window)

  ∙ we look for the minimum of the  distribution

The  value associated to the position of the minimum is the experimental result

mW
m(k)

W χ2
k

χ2

mW

MW determination at hadron colliders: template fitting

0.9975

0.998
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MW,i

∆MW = 2 MeV
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∆MW = 20 MeV

A determination at the  level requires 
a control over the shape of the distributions at the per mille level

The theoretical uncertainties of the templates 
contribute to the theoretical systematic error on 

10−4

mW
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6
6

0.1%

I Theory prediction must be sufficiently
close to experimental data to get
reasonable minimum χ2.

I Need to control shapes at the permille
level to resolve ∆MW /MW ∼ 10−4.

I But: even state-of-the-art N3LO+N3LL
QCD predictions for p`t have
uncertainties at the percent level (see
e.g. [Chen, Gehrmann, Glover, Huss, Monni, Re, Rottoli, PT,

2203.01565]).
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The role of tuning in template fits
I Procedure can be restored

leveraging high-precision pZ
t data

in neutral-current Drell Yan
(NCDY).

I Leaving formal accuracy aside,
flexible enough parton shower can
be tuned to perfectly describe
NCDY data.

I Tuning performed on the
parameters of a non-perturbative
(NP) QCD model.

LAP! Seminars, 16 Feb 20237

Template fitting and tuning

The template fitting procedure is acceptable if the data are described by the theoretical distribution with high quality
Template fitting: description of the single lepton transverse momentum distribution

Scale variation of the N3LO+N3LL prediction for ptlep  
provides a set of equally good templates 
but the width of the uncertainty band is at the few percent level 
a factor 10 larger than the naive estimate would require !

for the kinematical distributions of the final-state leptons.
A particularly relevant distribution is the leptonic trans-
verse momentum, which plays a central role in the precise
extraction of the W-boson mass at the LHC [2,6]. Figure 3
shows the differential distribution of the negatively charged
lepton at three different orders, for our default value
pcut
T ¼ 0.81 GeV. Unlike for the fiducial cross section,

the inclusion of pll
T resummation in this observable is

crucial to cure local (integrable) divergences in the spec-
trum due to the presence of a Sudakov shoulder [120] at
pl−
T ∼mll=2. The figure shows an excellent convergence

of the perturbative prediction, with residual uncertainties at
N3LOþ N3LL of the order of a few percent across the
entire range.
Conclusions.—In this Letter, we have presented state-of-

the-art predictions for the fiducial cross section and differ-
ential distributions in the Drell-Yan process at the LHC,
through both N3LO and N3LOþ N3LL in QCD. These new
predictions are obtained through the combination of an
accurate NNLO calculation for the production of a Drell-
Yan pair in association with one jet, and the N3LL
resummation of logarithmic corrections arising at small
pll
T . The high quality of these results allowed us to carry

out a thorough study of the performance of the computa-
tional method adopted, reaching an excellent control over
all systematic uncertainties involved. We presented pre-
dictions for two different definitions of the fiducial vol-
umes, relying either on symmetric cuts Eq. (2a) on the
transverse momentum of the leptons, or on a recently
proposed product cuts Eq. (2b) which is shown to improve
the stability of the perturbative series. Our results display
residual theoretical uncertainties at the Oð1%Þ level in the

fiducial cross section, and at the few-percent level in
differential distributions. These predictions will play an
important role in the comparison of experimental data with
an accurate theoretical description of the Drell-Yan process
at the LHC.
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Ⱦ data driven approach
     a Monte Carlo event generator is tuned to the data in NCDY ( )
                                                    ȿ
     the same parameters are then used to prepare the CCDY templates
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maximizes the likelihood in data and includes backgrounds (shaded). The likelihood is computed using events
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inputs, χ2/dof and the probability of obtaining a χ2/dof at least as large, are summarized in Table S9.

B. Consistency checks

We compare the electron and muon p!T fit results obtained from subsamples of the data chosen to enhance possible
residual instrumental effects (Table S10). The uncertainty on the difference between the W+ → µ+ν and W− → µ−ν
fits includes the uncertainty due to the COT alignment (the uncertainty in the intercept of the linear fit in Fig. S6),
which contributes to this mass splitting. The mass fit differences for the electron channel are shown with and without
applying an E/p-based calibration from the corresponding subsample. The stability of the momentum and energy
scales is verified by performing Z-boson mass fits in subsamples separated in chronological time (indicated by run
number in Table S10).

We additionally test the stability of the mass fits as the fit ranges are varied. The variations of the fitted mass values
relative to the nominal results are consistent with expected statistical fluctuations, as shown in Figs. S39-S41 [107].
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Template fitting procedure requires that the theoretical distribution can describe the data with high quality  
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generators tuned with NCDY 
data exploiting astonishing 

precision of  spectrum  pℓℓ⊥

Templates prepared for CCDY using the same tuned parameters
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models of the unpolarised cross-sections. The fit only considers the region pZ
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by the dashed vertical line. In the lower panels the ratios with respect to the POWHEGPythia
model are shown.

Table 2: Results of fits of di↵erent models to the pZ
T distribution. The uncertainties quoted are

statistical, and the �2 comparison of the di↵erent models to the data is evaluated considering
only statistical uncertainties. The right-hand column lists the fit values of the kintr

T parameter
or, for DYTurbo, the analogous g parameter. The fit with DYTurbo has one more degree
of freedom than the fits with the other models since only one tuning parameter (g) is used for
DYTurbo.

Program �2/ndf ↵s

DYTurbo 208.1/13 0.1180 g = 0.523 ± 0.047 GeV2

POWHEGPythia 30.3/12 0.1248 ± 0.0004 kintr
T = 1.470 ± 0.130 GeV

POWHEGHerwig 55.6/12 0.1361 ± 0.0001 kintr
T = 0.802 ± 0.053 GeV

Herwig 41.8/12 0.1352 ± 0.0002 kintr
T = 0.753 ± 0.052 GeV

Pythia, CT09MCS 69.0/12 0.1287 ± 0.0004 kintr
T = 2.113 ± 0.032 GeV

Pythia, NNPDF31 62.1/12 0.1289 ± 0.0004 kintr
T = 2.109 ± 0.032 GeV

importance of A3 can be understood by inspection of Eq. 2: an increase in A3 enhances
the cross-section for events with large sin# and cos'. The contribution to the muon
pT from the W boson mass scales with sin# while the contribution from the transverse
momentum of the W boson scales with ± cos' for W± boson production. By allowing
a single A3 scaling factor, which is shared between the W+ and W� processes, to vary
freely in the mW fit the angular coe�cient uncertainty is reduced by roughly a factor
of three, to 10 MeV. E↵ectively the resulting model only depends on DYTurbo for the
kinematic dependence of A3, while all other coe�cients are fully modelled by DYTurbo.

7.4 Parametric correction at high transverse momentum

While POWHEGPythia is shown in Sect. 7 to describe the pZ
T distribution in the region

below 30GeV, it systematically underestimates the cross-section at higher pZ
T. This is

expected due to the missing matrix elements for the production of a weak boson and more
than one jet. Figure 8 compares the pZ

T distribution in the data with the model prediction
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T distribution. The uncertainties quoted are

statistical, and the �2 comparison of the di↵erent models to the data is evaluated considering
only statistical uncertainties. The right-hand column lists the fit values of the kintr

T parameter
or, for DYTurbo, the analogous g parameter. The fit with DYTurbo has one more degree
of freedom than the fits with the other models since only one tuning parameter (g) is used for
DYTurbo.
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DYTurbo 208.1/13 0.1180 g = 0.523 ± 0.047 GeV2

POWHEGPythia 30.3/12 0.1248 ± 0.0004 kintr
T = 1.470 ± 0.130 GeV
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T = 0.802 ± 0.053 GeV
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Pythia, CT09MCS 69.0/12 0.1287 ± 0.0004 kintr
T = 2.113 ± 0.032 GeV
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T = 2.109 ± 0.032 GeV

importance of A3 can be understood by inspection of Eq. 2: an increase in A3 enhances
the cross-section for events with large sin# and cos'. The contribution to the muon
pT from the W boson mass scales with sin# while the contribution from the transverse
momentum of the W boson scales with ± cos' for W± boson production. By allowing
a single A3 scaling factor, which is shared between the W+ and W� processes, to vary
freely in the mW fit the angular coe�cient uncertainty is reduced by roughly a factor
of three, to 10 MeV. E↵ectively the resulting model only depends on DYTurbo for the
kinematic dependence of A3, while all other coe�cients are fully modelled by DYTurbo.

7.4 Parametric correction at high transverse momentum

While POWHEGPythia is shown in Sect. 7 to describe the pZ
T distribution in the region

below 30GeV, it systematically underestimates the cross-section at higher pZ
T. This is

expected due to the missing matrix elements for the production of a weak boson and more
than one jet. Figure 8 compares the pZ

T distribution in the data with the model prediction
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Procedure heavily relies on the 
similarities between NC and CC DY, 
and assumes that the information 
obtained from the data is fully 
correlated between the two processes
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Template fitting and tuning

The template fitting procedure is acceptable if the data are described by the theoretical distribution with high quality
Template fitting: description of the single lepton transverse momentum distribution

Scale variation of the N3LO+N3LL prediction for ptlep  
provides a set of equally good templates 
but the width of the uncertainty band is at the few percent level 
a factor 10 larger than the naive estimate would require !

for the kinematical distributions of the final-state leptons.
A particularly relevant distribution is the leptonic trans-
verse momentum, which plays a central role in the precise
extraction of the W-boson mass at the LHC [2,6]. Figure 3
shows the differential distribution of the negatively charged
lepton at three different orders, for our default value
pcut
T ¼ 0.81 GeV. Unlike for the fiducial cross section,

the inclusion of pll
T resummation in this observable is

crucial to cure local (integrable) divergences in the spec-
trum due to the presence of a Sudakov shoulder [120] at
pl−
T ∼mll=2. The figure shows an excellent convergence

of the perturbative prediction, with residual uncertainties at
N3LOþ N3LL of the order of a few percent across the
entire range.
Conclusions.—In this Letter, we have presented state-of-

the-art predictions for the fiducial cross section and differ-
ential distributions in the Drell-Yan process at the LHC,
through both N3LO and N3LOþ N3LL in QCD. These new
predictions are obtained through the combination of an
accurate NNLO calculation for the production of a Drell-
Yan pair in association with one jet, and the N3LL
resummation of logarithmic corrections arising at small
pll
T . The high quality of these results allowed us to carry

out a thorough study of the performance of the computa-
tional method adopted, reaching an excellent control over
all systematic uncertainties involved. We presented pre-
dictions for two different definitions of the fiducial vol-
umes, relying either on symmetric cuts Eq. (2a) on the
transverse momentum of the leptons, or on a recently
proposed product cuts Eq. (2b) which is shown to improve
the stability of the perturbative series. Our results display
residual theoretical uncertainties at the Oð1%Þ level in the

fiducial cross section, and at the few-percent level in
differential distributions. These predictions will play an
important role in the comparison of experimental data with
an accurate theoretical description of the Drell-Yan process
at the LHC.
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Ⱦ data driven approach
     a Monte Carlo event generator is tuned to the data in NCDY ( )
                                                    ȿ
     the same parameters are then used to prepare the CCDY templates
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inputs, χ2/dof and the probability of obtaining a χ2/dof at least as large, are summarized in Table S9.

B. Consistency checks

We compare the electron and muon p!T fit results obtained from subsamples of the data chosen to enhance possible
residual instrumental effects (Table S10). The uncertainty on the difference between the W+ → µ+ν and W− → µ−ν
fits includes the uncertainty due to the COT alignment (the uncertainty in the intercept of the linear fit in Fig. S6),
which contributes to this mass splitting. The mass fit differences for the electron channel are shown with and without
applying an E/p-based calibration from the corresponding subsample. The stability of the momentum and energy
scales is verified by performing Z-boson mass fits in subsamples separated in chronological time (indicated by run
number in Table S10).

We additionally test the stability of the mass fits as the fit ranges are varied. The variations of the fitted mass values
relative to the nominal results are consistent with expected statistical fluctuations, as shown in Figs. S39-S41 [107].
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Figure 7: Distributions of pZ
T (left) before and (right) after the fit for the di↵erent candidate

models of the unpolarised cross-sections. The fit only considers the region pZ
T < 30 GeV, indicated

by the dashed vertical line. In the lower panels the ratios with respect to the POWHEGPythia
model are shown.

Table 2: Results of fits of di↵erent models to the pZ
T distribution. The uncertainties quoted are

statistical, and the �2 comparison of the di↵erent models to the data is evaluated considering
only statistical uncertainties. The right-hand column lists the fit values of the kintr

T parameter
or, for DYTurbo, the analogous g parameter. The fit with DYTurbo has one more degree
of freedom than the fits with the other models since only one tuning parameter (g) is used for
DYTurbo.

Program �2/ndf ↵s

DYTurbo 208.1/13 0.1180 g = 0.523 ± 0.047 GeV2

POWHEGPythia 30.3/12 0.1248 ± 0.0004 kintr
T = 1.470 ± 0.130 GeV

POWHEGHerwig 55.6/12 0.1361 ± 0.0001 kintr
T = 0.802 ± 0.053 GeV

Herwig 41.8/12 0.1352 ± 0.0002 kintr
T = 0.753 ± 0.052 GeV

Pythia, CT09MCS 69.0/12 0.1287 ± 0.0004 kintr
T = 2.113 ± 0.032 GeV

Pythia, NNPDF31 62.1/12 0.1289 ± 0.0004 kintr
T = 2.109 ± 0.032 GeV

importance of A3 can be understood by inspection of Eq. 2: an increase in A3 enhances
the cross-section for events with large sin# and cos'. The contribution to the muon
pT from the W boson mass scales with sin# while the contribution from the transverse
momentum of the W boson scales with ± cos' for W± boson production. By allowing
a single A3 scaling factor, which is shared between the W+ and W� processes, to vary
freely in the mW fit the angular coe�cient uncertainty is reduced by roughly a factor
of three, to 10 MeV. E↵ectively the resulting model only depends on DYTurbo for the
kinematic dependence of A3, while all other coe�cients are fully modelled by DYTurbo.

7.4 Parametric correction at high transverse momentum

While POWHEGPythia is shown in Sect. 7 to describe the pZ
T distribution in the region

below 30GeV, it systematically underestimates the cross-section at higher pZ
T. This is

expected due to the missing matrix elements for the production of a weak boson and more
than one jet. Figure 8 compares the pZ

T distribution in the data with the model prediction
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Table 2: Results of fits of di↵erent models to the pZ
T distribution. The uncertainties quoted are

statistical, and the �2 comparison of the di↵erent models to the data is evaluated considering
only statistical uncertainties. The right-hand column lists the fit values of the kintr

T parameter
or, for DYTurbo, the analogous g parameter. The fit with DYTurbo has one more degree
of freedom than the fits with the other models since only one tuning parameter (g) is used for
DYTurbo.

Program �2/ndf ↵s

DYTurbo 208.1/13 0.1180 g = 0.523 ± 0.047 GeV2

POWHEGPythia 30.3/12 0.1248 ± 0.0004 kintr
T = 1.470 ± 0.130 GeV

POWHEGHerwig 55.6/12 0.1361 ± 0.0001 kintr
T = 0.802 ± 0.053 GeV

Herwig 41.8/12 0.1352 ± 0.0002 kintr
T = 0.753 ± 0.052 GeV

Pythia, CT09MCS 69.0/12 0.1287 ± 0.0004 kintr
T = 2.113 ± 0.032 GeV

Pythia, NNPDF31 62.1/12 0.1289 ± 0.0004 kintr
T = 2.109 ± 0.032 GeV

importance of A3 can be understood by inspection of Eq. 2: an increase in A3 enhances
the cross-section for events with large sin# and cos'. The contribution to the muon
pT from the W boson mass scales with sin# while the contribution from the transverse
momentum of the W boson scales with ± cos' for W± boson production. By allowing
a single A3 scaling factor, which is shared between the W+ and W� processes, to vary
freely in the mW fit the angular coe�cient uncertainty is reduced by roughly a factor
of three, to 10 MeV. E↵ectively the resulting model only depends on DYTurbo for the
kinematic dependence of A3, while all other coe�cients are fully modelled by DYTurbo.

7.4 Parametric correction at high transverse momentum

While POWHEGPythia is shown in Sect. 7 to describe the pZ
T distribution in the region

below 30GeV, it systematically underestimates the cross-section at higher pZ
T. This is

expected due to the missing matrix elements for the production of a weak boson and more
than one jet. Figure 8 compares the pZ

T distribution in the data with the model prediction
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Procedure heavily relies on the 
similarities between NC and CC DY, 
and assumes that the information 
obtained from the data is fully 
correlated between the two processes

I Same tuning parameters are used to
prepare CCDY template distributions.

I After tuning, χ2 of template distributions
under control.
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Template fitting and tuning

The template fitting procedure is acceptable if the data are described by the theoretical distribution with high quality
Template fitting: description of the single lepton transverse momentum distribution

Scale variation of the N3LO+N3LL prediction for ptlep  
provides a set of equally good templates 
but the width of the uncertainty band is at the few percent level 
a factor 10 larger than the naive estimate would require !

for the kinematical distributions of the final-state leptons.
A particularly relevant distribution is the leptonic trans-
verse momentum, which plays a central role in the precise
extraction of the W-boson mass at the LHC [2,6]. Figure 3
shows the differential distribution of the negatively charged
lepton at three different orders, for our default value
pcut
T ¼ 0.81 GeV. Unlike for the fiducial cross section,

the inclusion of pll
T resummation in this observable is

crucial to cure local (integrable) divergences in the spec-
trum due to the presence of a Sudakov shoulder [120] at
pl−
T ∼mll=2. The figure shows an excellent convergence

of the perturbative prediction, with residual uncertainties at
N3LOþ N3LL of the order of a few percent across the
entire range.
Conclusions.—In this Letter, we have presented state-of-

the-art predictions for the fiducial cross section and differ-
ential distributions in the Drell-Yan process at the LHC,
through both N3LO and N3LOþ N3LL in QCD. These new
predictions are obtained through the combination of an
accurate NNLO calculation for the production of a Drell-
Yan pair in association with one jet, and the N3LL
resummation of logarithmic corrections arising at small
pll
T . The high quality of these results allowed us to carry

out a thorough study of the performance of the computa-
tional method adopted, reaching an excellent control over
all systematic uncertainties involved. We presented pre-
dictions for two different definitions of the fiducial vol-
umes, relying either on symmetric cuts Eq. (2a) on the
transverse momentum of the leptons, or on a recently
proposed product cuts Eq. (2b) which is shown to improve
the stability of the perturbative series. Our results display
residual theoretical uncertainties at the Oð1%Þ level in the

fiducial cross section, and at the few-percent level in
differential distributions. These predictions will play an
important role in the comparison of experimental data with
an accurate theoretical description of the Drell-Yan process
at the LHC.
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Ⱦ data driven approach
     a Monte Carlo event generator is tuned to the data in NCDY ( )
                                                    ȿ
     the same parameters are then used to prepare the CCDY templates
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inputs, χ2/dof and the probability of obtaining a χ2/dof at least as large, are summarized in Table S9.

B. Consistency checks

We compare the electron and muon p!T fit results obtained from subsamples of the data chosen to enhance possible
residual instrumental effects (Table S10). The uncertainty on the difference between the W+ → µ+ν and W− → µ−ν
fits includes the uncertainty due to the COT alignment (the uncertainty in the intercept of the linear fit in Fig. S6),
which contributes to this mass splitting. The mass fit differences for the electron channel are shown with and without
applying an E/p-based calibration from the corresponding subsample. The stability of the momentum and energy
scales is verified by performing Z-boson mass fits in subsamples separated in chronological time (indicated by run
number in Table S10).

We additionally test the stability of the mass fits as the fit ranges are varied. The variations of the fitted mass values
relative to the nominal results are consistent with expected statistical fluctuations, as shown in Figs. S39-S41 [107].
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Template fitting procedure requires that the theoretical distribution can describe the data with high quality  

Data-driven approach: 
Monte Carlo event 
generators tuned with NCDY 
data exploiting astonishing 

precision of  spectrum  pℓℓ⊥

Templates prepared for CCDY using the same tuned parameters
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Figure 7: Distributions of pZ
T (left) before and (right) after the fit for the di↵erent candidate

models of the unpolarised cross-sections. The fit only considers the region pZ
T < 30 GeV, indicated

by the dashed vertical line. In the lower panels the ratios with respect to the POWHEGPythia
model are shown.

Table 2: Results of fits of di↵erent models to the pZ
T distribution. The uncertainties quoted are

statistical, and the �2 comparison of the di↵erent models to the data is evaluated considering
only statistical uncertainties. The right-hand column lists the fit values of the kintr

T parameter
or, for DYTurbo, the analogous g parameter. The fit with DYTurbo has one more degree
of freedom than the fits with the other models since only one tuning parameter (g) is used for
DYTurbo.

Program �2/ndf ↵s

DYTurbo 208.1/13 0.1180 g = 0.523 ± 0.047 GeV2

POWHEGPythia 30.3/12 0.1248 ± 0.0004 kintr
T = 1.470 ± 0.130 GeV

POWHEGHerwig 55.6/12 0.1361 ± 0.0001 kintr
T = 0.802 ± 0.053 GeV

Herwig 41.8/12 0.1352 ± 0.0002 kintr
T = 0.753 ± 0.052 GeV

Pythia, CT09MCS 69.0/12 0.1287 ± 0.0004 kintr
T = 2.113 ± 0.032 GeV

Pythia, NNPDF31 62.1/12 0.1289 ± 0.0004 kintr
T = 2.109 ± 0.032 GeV

importance of A3 can be understood by inspection of Eq. 2: an increase in A3 enhances
the cross-section for events with large sin# and cos'. The contribution to the muon
pT from the W boson mass scales with sin# while the contribution from the transverse
momentum of the W boson scales with ± cos' for W± boson production. By allowing
a single A3 scaling factor, which is shared between the W+ and W� processes, to vary
freely in the mW fit the angular coe�cient uncertainty is reduced by roughly a factor
of three, to 10 MeV. E↵ectively the resulting model only depends on DYTurbo for the
kinematic dependence of A3, while all other coe�cients are fully modelled by DYTurbo.

7.4 Parametric correction at high transverse momentum

While POWHEGPythia is shown in Sect. 7 to describe the pZ
T distribution in the region

below 30GeV, it systematically underestimates the cross-section at higher pZ
T. This is

expected due to the missing matrix elements for the production of a weak boson and more
than one jet. Figure 8 compares the pZ

T distribution in the data with the model prediction
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Figure 7: Distributions of pZ
T (left) before and (right) after the fit for the di↵erent candidate

models of the unpolarised cross-sections. The fit only considers the region pZ
T < 30 GeV, indicated

by the dashed vertical line. In the lower panels the ratios with respect to the POWHEGPythia
model are shown.

Table 2: Results of fits of di↵erent models to the pZ
T distribution. The uncertainties quoted are

statistical, and the �2 comparison of the di↵erent models to the data is evaluated considering
only statistical uncertainties. The right-hand column lists the fit values of the kintr

T parameter
or, for DYTurbo, the analogous g parameter. The fit with DYTurbo has one more degree
of freedom than the fits with the other models since only one tuning parameter (g) is used for
DYTurbo.

Program �2/ndf ↵s

DYTurbo 208.1/13 0.1180 g = 0.523 ± 0.047 GeV2

POWHEGPythia 30.3/12 0.1248 ± 0.0004 kintr
T = 1.470 ± 0.130 GeV

POWHEGHerwig 55.6/12 0.1361 ± 0.0001 kintr
T = 0.802 ± 0.053 GeV

Herwig 41.8/12 0.1352 ± 0.0002 kintr
T = 0.753 ± 0.052 GeV

Pythia, CT09MCS 69.0/12 0.1287 ± 0.0004 kintr
T = 2.113 ± 0.032 GeV

Pythia, NNPDF31 62.1/12 0.1289 ± 0.0004 kintr
T = 2.109 ± 0.032 GeV

importance of A3 can be understood by inspection of Eq. 2: an increase in A3 enhances
the cross-section for events with large sin# and cos'. The contribution to the muon
pT from the W boson mass scales with sin# while the contribution from the transverse
momentum of the W boson scales with ± cos' for W± boson production. By allowing
a single A3 scaling factor, which is shared between the W+ and W� processes, to vary
freely in the mW fit the angular coe�cient uncertainty is reduced by roughly a factor
of three, to 10 MeV. E↵ectively the resulting model only depends on DYTurbo for the
kinematic dependence of A3, while all other coe�cients are fully modelled by DYTurbo.

7.4 Parametric correction at high transverse momentum

While POWHEGPythia is shown in Sect. 7 to describe the pZ
T distribution in the region

below 30GeV, it systematically underestimates the cross-section at higher pZ
T. This is

expected due to the missing matrix elements for the production of a weak boson and more
than one jet. Figure 8 compares the pZ

T distribution in the data with the model prediction
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Potential concern about template fitting
Conceptual

I Heavily reliant on tuning to data. Dominated by NP physics, the least understood.

I Potential BSM effects absorbed in the tuning parameters.

Practical
I Based on tools with low formal accuracy, typically NLO+(N)LL: higher-order perturbative

information mimicked by NP tuning parameters.
Significant progress in perturbative understanding of the DY process not exploited.

I The definition of χ2 does not include theoretical uncertainties, owing to non-statistical nature
of scale variations.

I Tuning does not include theoretical uncertainties: one should assess how tuning parameters
depend on scale choices, and propagate the dependence to CCDY.

I Assumes universality of NP model: parameters extracted from NCDY applied to CCDY.

I Does not assess uncertainty on information transfer from NCDY pZ
t to CCDY p`t (or M`ν

t ).

Robust assessment of theoretical uncertainties is lost in data-driven approach.
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A new observable for MW determination
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p`t distribution in CCDY
I p`t spectrum at ±2% accuracy (9-point scale

variation) using state-of-the-art QCD predictions.
N3LL from RadISH [Bizon, Monni, Re, Rottoli, PT, ’17,’18,’19,’21],
NNLO from MCFM [Campbell, Neumann, ’19].

I Including resummation cures integrable singularity:
physical description of the jacobian peak.

I Peak position shifted from MW /2 to ∼ 38.5 GeV by
QCD resummation and ΓW effects.

2

pret the extracted mW as the fundamental SM parame-
ter; on the other hand, the observable displays excellent
perturbative convergence, which enables a robust study
of the associated perturbative-QCD (pQCD) uncertain-
ties, and its theoretical description is systematically im-
provable by adding subleading QCD and EW e↵ects. The
simple dependence of the observable upon mW in turn al-
lows a plain study of the impact of non-perturbative QCD
(npQCD) e↵ects, as well as a consistent propagation of
their uncertainties in the prediction.

Lepton transverse momentum and sensitivity to mW .
The modelling of p`? in CCDY requires a precise descrip-
tion of the QCD contributions to the transverse and lon-
gitudinal degrees of freedom of the final state [77]. At
leading order (LO) the charged lepton and the neutrino
are back-to-back, p`⌫? = 0, thus, neglecting lepton masses
and the W -boson decay width �W , the p`? distribution
has a sharp kinematical endpoint at p`? = mW /2, which
is the origin of its sensitivity to the W -boson mass (see
also [78, 79]). Beyond LO in QCD, the region around the
endpoint develops a sensitivity to soft radiation, which in
turn generates an integrable singularity [80] in the fixed-
order di↵erential p`? spectrum. The all-order treatment
of soft and collinear initial-state QCD radiation, achieved
by a resummation of enhanced logarithms log(p`⌫? /mW ),
is therefore a central ingredient for a reliable descrip-
tion of p`?. Such a resummation nowadays reaches next-
to-next-to-next-to-leading-logarithmic (N3LL) accuracy,
matched with the next-to-next-to-leading-order (NNLO)
predictions for the transverse-momentum spectrum [27].

In the following, we consider the p`? distribution at the
Large Hadron Collider (LHC) with centre-of-mass energyp

S = 13 TeV and acceptance cuts p`? > 20 GeV, M `⌫
? >

27 GeV, |⌘`| < 2.5, 66 GeV < M `⌫ < 116 GeV (⌘` and
M `⌫ being the charged-lepton rapidity and the lepton-
pair invariant mass, respectively), using the central
replica of the NNPDF4.0 NNLO proton PDF set [81] with
strong coupling constant ↵s(mZ) = 0.118 through the
LHAPDF interface [82]. We give predictions for three dif-
ferent QCD approximations, NLO+NLL, NNLO+NNLL
and NNLO+N3LL [83], using the RadISH [31, 84–86] code
for p`⌫? resummation, with a fixed-order prediction pro-
vided by MCFM [87]. We match the two results using the
qT -subtraction formalism [88], with a technical slicing
cuto↵ qcut

T = 0.81 GeV in the MCFM calculation. Linear
fiducial power corrections are included in the RadISH pre-
diction through transverse recoil [28, 89] using the pre-
scription described in [90, 91]. We consider 21 values
of mW between 80.329 GeV and 80.429 GeV, in steps
of 5 MeV. Renormalisation, factorisation and resumma-

tion scales are chosen as µR,F = ⇠R,F

q
(M `⌫)2 + (p`⌫? )2,

and µQ = ⇠Q M `⌫ , respectively. We estimate pQCD un-
certainties by varying ⇠R and ⇠F independently in the
range (1/2, 1, 2), excluding ⇠R,F /⇠F,R = 4, while keeping
⇠Q = 1/2 (7 variations). In addition, we consider the 2
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Figure 1. Upper panel: charged-lepton transverse-
momentum distribution in CCDY, computed with di↵erent
QCD approximations and reference mW = 80.379 GeV. Lower
panel: ratio of p`

? distributions computed with two mW val-
ues di↵ering by 20 MeV.

variations of ⇠Q in (1/4, 1) at central values ⇠R = ⇠F = 1,
thereby obtaining a total envelope of 9 variations.

The upper panel of Figure 1 displays the perturbative
convergence of the p`? distribution, for a given value of
mW = 80.379 GeV: one can notice how the inclusion
of higher-order pQCD e↵ects in resummed predictions
translates into a significant reduction of theoretical sys-
tematics. The lower panel of Figure 1 shows the impact
on the p`? distribution of a 20-MeV shift of the reference
mW value. As evinced by the plot, such a shift induces
a shape distortion at the 0.5%-level around the jacobian
peak, an e↵ect which is clearly resolvable beyond the the-
oretical uncertainty. We also note that, starting from

2

pret the extracted mW as the fundamental SM parame-
ter; on the other hand, the observable displays excellent
perturbative convergence, which enables a robust study
of the associated perturbative-QCD (pQCD) uncertain-
ties, and its theoretical description is systematically im-
provable by adding subleading QCD and EW e↵ects. The
simple dependence of the observable upon mW in turn al-
lows a plain study of the impact of non-perturbative QCD
(npQCD) e↵ects, as well as a consistent propagation of
their uncertainties in the prediction.

Lepton transverse momentum and sensitivity to mW .
The modelling of p`? in CCDY requires a precise descrip-
tion of the QCD contributions to the transverse and lon-
gitudinal degrees of freedom of the final state [77]. At
leading order (LO) the charged lepton and the neutrino
are back-to-back, p`⌫? = 0, thus, neglecting lepton masses
and the W -boson decay width �W , the p`? distribution
has a sharp kinematical endpoint at p`? = mW /2, which
is the origin of its sensitivity to the W -boson mass (see
also [78, 79]). Beyond LO in QCD, the region around the
endpoint develops a sensitivity to soft radiation, which in
turn generates an integrable singularity [80] in the fixed-
order di↵erential p`? spectrum. The all-order treatment
of soft and collinear initial-state QCD radiation, achieved
by a resummation of enhanced logarithms log(p`⌫? /mW ),
is therefore a central ingredient for a reliable descrip-
tion of p`?. Such a resummation nowadays reaches next-
to-next-to-next-to-leading-logarithmic (N3LL) accuracy,
matched with the next-to-next-to-leading-order (NNLO)
predictions for the transverse-momentum spectrum [27].

In the following, we consider the p`? distribution at the
Large Hadron Collider (LHC) with centre-of-mass energyp

S = 13 TeV and acceptance cuts p`? > 20 GeV, M `⌫
? >

27 GeV, |⌘`| < 2.5, 66 GeV < M `⌫ < 116 GeV (⌘` and
M `⌫ being the charged-lepton rapidity and the lepton-
pair invariant mass, respectively), using the central
replica of the NNPDF4.0 NNLO proton PDF set [81] with
strong coupling constant ↵s(mZ) = 0.118 through the
LHAPDF interface [82]. We give predictions for three dif-
ferent QCD approximations, NLO+NLL, NNLO+NNLL
and NNLO+N3LL [83], using the RadISH [31, 84–86] code
for p`⌫? resummation, with a fixed-order prediction pro-
vided by MCFM [87]. We match the two results using the
qT -subtraction formalism [88], with a technical slicing
cuto↵ qcut

T = 0.81 GeV in the MCFM calculation. Linear
fiducial power corrections are included in the RadISH pre-
diction through transverse recoil [28, 89] using the pre-
scription described in [90, 91]. We consider 21 values
of mW between 80.329 GeV and 80.429 GeV, in steps
of 5 MeV. Renormalisation, factorisation and resumma-

tion scales are chosen as µR,F = ⇠R,F
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and µQ = ⇠Q M `⌫ , respectively. We estimate pQCD un-
certainties by varying ⇠R and ⇠F independently in the
range (1/2, 1, 2), excluding ⇠R,F /⇠F,R = 4, while keeping
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of higher-order pQCD e↵ects in resummed predictions
translates into a significant reduction of theoretical sys-
tematics. The lower panel of Figure 1 shows the impact
on the p`? distribution of a 20-MeV shift of the reference
mW value. As evinced by the plot, such a shift induces
a shape distortion at the 0.5%-level around the jacobian
peak, an e↵ect which is clearly resolvable beyond the the-
oretical uncertainty. We also note that, starting from
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I Ratio of p`t spectra with different MW hypotheses is
largely independent of QCD approximation (for
resummed predictions). Mild dependence only in
uncertainty band.

I Sensitivity to MW variations stems from W
propagation and decay, factorised from QCD ISR.

I Sensitivity to ∆MW /MW ∼ 10−4 well resolvable
beyond theoretical-uncertainty band.
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perturbative convergence, which enables a robust study
of the associated perturbative-QCD (pQCD) uncertain-
ties, and its theoretical description is systematically im-
provable by adding subleading QCD and EW e↵ects. The
simple dependence of the observable upon mW in turn al-
lows a plain study of the impact of non-perturbative QCD
(npQCD) e↵ects, as well as a consistent propagation of
their uncertainties in the prediction.
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The modelling of p`? in CCDY requires a precise descrip-
tion of the QCD contributions to the transverse and lon-
gitudinal degrees of freedom of the final state [77]. At
leading order (LO) the charged lepton and the neutrino
are back-to-back, p`⌫? = 0, thus, neglecting lepton masses
and the W -boson decay width �W , the p`? distribution
has a sharp kinematical endpoint at p`? = mW /2, which
is the origin of its sensitivity to the W -boson mass (see
also [78, 79]). Beyond LO in QCD, the region around the
endpoint develops a sensitivity to soft radiation, which in
turn generates an integrable singularity [80] in the fixed-
order di↵erential p`? spectrum. The all-order treatment
of soft and collinear initial-state QCD radiation, achieved
by a resummation of enhanced logarithms log(p`⌫? /mW ),
is therefore a central ingredient for a reliable descrip-
tion of p`?. Such a resummation nowadays reaches next-
to-next-to-next-to-leading-logarithmic (N3LL) accuracy,
matched with the next-to-next-to-leading-order (NNLO)
predictions for the transverse-momentum spectrum [27].

In the following, we consider the p`? distribution at the
Large Hadron Collider (LHC) with centre-of-mass energyp
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? >
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M `⌫ being the charged-lepton rapidity and the lepton-
pair invariant mass, respectively), using the central
replica of the NNPDF4.0 NNLO proton PDF set [81] with
strong coupling constant ↵s(mZ) = 0.118 through the
LHAPDF interface [82]. We give predictions for three dif-
ferent QCD approximations, NLO+NLL, NNLO+NNLL
and NNLO+N3LL [83], using the RadISH [31, 84–86] code
for p`⌫? resummation, with a fixed-order prediction pro-
vided by MCFM [87]. We match the two results using the
qT -subtraction formalism [88], with a technical slicing
cuto↵ qcut

T = 0.81 GeV in the MCFM calculation. Linear
fiducial power corrections are included in the RadISH pre-
diction through transverse recoil [28, 89] using the pre-
scription described in [90, 91]. We consider 21 values
of mW between 80.329 GeV and 80.429 GeV, in steps
of 5 MeV. Renormalisation, factorisation and resumma-

tion scales are chosen as µR,F = ⇠R,F
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and µQ = ⇠Q M `⌫ , respectively. We estimate pQCD un-
certainties by varying ⇠R and ⇠F independently in the
range (1/2, 1, 2), excluding ⇠R,F /⇠F,R = 4, while keeping
⇠Q = 1/2 (7 variations). In addition, we consider the 2
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ues di↵ering by 20 MeV.

variations of ⇠Q in (1/4, 1) at central values ⇠R = ⇠F = 1,
thereby obtaining a total envelope of 9 variations.

The upper panel of Figure 1 displays the perturbative
convergence of the p`? distribution, for a given value of
mW = 80.379 GeV: one can notice how the inclusion
of higher-order pQCD e↵ects in resummed predictions
translates into a significant reduction of theoretical sys-
tematics. The lower panel of Figure 1 shows the impact
on the p`? distribution of a 20-MeV shift of the reference
mW value. As evinced by the plot, such a shift induces
a shape distortion at the 0.5%-level around the jacobian
peak, an e↵ect which is clearly resolvable beyond the the-
oretical uncertainty. We also note that, starting from
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p`t distribution in CCDY
I p`t spectrum at ±2% accuracy (9-point scale

variation) using state-of-the-art QCD predictions.
N3LL from RadISH [Bizon, Monni, Re, Rottoli, PT, ’17,’18,’19,’21],
NNLO from MCFM [Campbell, Neumann, ’19].

I Including resummation cures integrable singularity:
physical description of the jacobian peak.

I Peak position shifted from MW /2 to ∼ 38.5 GeV by
QCD resummation and ΓW effects.
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pret the extracted mW as the fundamental SM parame-
ter; on the other hand, the observable displays excellent
perturbative convergence, which enables a robust study
of the associated perturbative-QCD (pQCD) uncertain-
ties, and its theoretical description is systematically im-
provable by adding subleading QCD and EW e↵ects. The
simple dependence of the observable upon mW in turn al-
lows a plain study of the impact of non-perturbative QCD
(npQCD) e↵ects, as well as a consistent propagation of
their uncertainties in the prediction.

Lepton transverse momentum and sensitivity to mW .
The modelling of p`? in CCDY requires a precise descrip-
tion of the QCD contributions to the transverse and lon-
gitudinal degrees of freedom of the final state [77]. At
leading order (LO) the charged lepton and the neutrino
are back-to-back, p`⌫? = 0, thus, neglecting lepton masses
and the W -boson decay width �W , the p`? distribution
has a sharp kinematical endpoint at p`? = mW /2, which
is the origin of its sensitivity to the W -boson mass (see
also [78, 79]). Beyond LO in QCD, the region around the
endpoint develops a sensitivity to soft radiation, which in
turn generates an integrable singularity [80] in the fixed-
order di↵erential p`? spectrum. The all-order treatment
of soft and collinear initial-state QCD radiation, achieved
by a resummation of enhanced logarithms log(p`⌫? /mW ),
is therefore a central ingredient for a reliable descrip-
tion of p`?. Such a resummation nowadays reaches next-
to-next-to-next-to-leading-logarithmic (N3LL) accuracy,
matched with the next-to-next-to-leading-order (NNLO)
predictions for the transverse-momentum spectrum [27].

In the following, we consider the p`? distribution at the
Large Hadron Collider (LHC) with centre-of-mass energyp

S = 13 TeV and acceptance cuts p`? > 20 GeV, M `⌫
? >

27 GeV, |⌘`| < 2.5, 66 GeV < M `⌫ < 116 GeV (⌘` and
M `⌫ being the charged-lepton rapidity and the lepton-
pair invariant mass, respectively), using the central
replica of the NNPDF4.0 NNLO proton PDF set [81] with
strong coupling constant ↵s(mZ) = 0.118 through the
LHAPDF interface [82]. We give predictions for three dif-
ferent QCD approximations, NLO+NLL, NNLO+NNLL
and NNLO+N3LL [83], using the RadISH [31, 84–86] code
for p`⌫? resummation, with a fixed-order prediction pro-
vided by MCFM [87]. We match the two results using the
qT -subtraction formalism [88], with a technical slicing
cuto↵ qcut

T = 0.81 GeV in the MCFM calculation. Linear
fiducial power corrections are included in the RadISH pre-
diction through transverse recoil [28, 89] using the pre-
scription described in [90, 91]. We consider 21 values
of mW between 80.329 GeV and 80.429 GeV, in steps
of 5 MeV. Renormalisation, factorisation and resumma-

tion scales are chosen as µR,F = ⇠R,F

q
(M `⌫)2 + (p`⌫? )2,

and µQ = ⇠Q M `⌫ , respectively. We estimate pQCD un-
certainties by varying ⇠R and ⇠F independently in the
range (1/2, 1, 2), excluding ⇠R,F /⇠F,R = 4, while keeping
⇠Q = 1/2 (7 variations). In addition, we consider the 2
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momentum distribution in CCDY, computed with di↵erent
QCD approximations and reference mW = 80.379 GeV. Lower
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ues di↵ering by 20 MeV.

variations of ⇠Q in (1/4, 1) at central values ⇠R = ⇠F = 1,
thereby obtaining a total envelope of 9 variations.

The upper panel of Figure 1 displays the perturbative
convergence of the p`? distribution, for a given value of
mW = 80.379 GeV: one can notice how the inclusion
of higher-order pQCD e↵ects in resummed predictions
translates into a significant reduction of theoretical sys-
tematics. The lower panel of Figure 1 shows the impact
on the p`? distribution of a 20-MeV shift of the reference
mW value. As evinced by the plot, such a shift induces
a shape distortion at the 0.5%-level around the jacobian
peak, an e↵ect which is clearly resolvable beyond the the-
oretical uncertainty. We also note that, starting from
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pret the extracted mW as the fundamental SM parame-
ter; on the other hand, the observable displays excellent
perturbative convergence, which enables a robust study
of the associated perturbative-QCD (pQCD) uncertain-
ties, and its theoretical description is systematically im-
provable by adding subleading QCD and EW e↵ects. The
simple dependence of the observable upon mW in turn al-
lows a plain study of the impact of non-perturbative QCD
(npQCD) e↵ects, as well as a consistent propagation of
their uncertainties in the prediction.

Lepton transverse momentum and sensitivity to mW .
The modelling of p`? in CCDY requires a precise descrip-
tion of the QCD contributions to the transverse and lon-
gitudinal degrees of freedom of the final state [77]. At
leading order (LO) the charged lepton and the neutrino
are back-to-back, p`⌫? = 0, thus, neglecting lepton masses
and the W -boson decay width �W , the p`? distribution
has a sharp kinematical endpoint at p`? = mW /2, which
is the origin of its sensitivity to the W -boson mass (see
also [78, 79]). Beyond LO in QCD, the region around the
endpoint develops a sensitivity to soft radiation, which in
turn generates an integrable singularity [80] in the fixed-
order di↵erential p`? spectrum. The all-order treatment
of soft and collinear initial-state QCD radiation, achieved
by a resummation of enhanced logarithms log(p`⌫? /mW ),
is therefore a central ingredient for a reliable descrip-
tion of p`?. Such a resummation nowadays reaches next-
to-next-to-next-to-leading-logarithmic (N3LL) accuracy,
matched with the next-to-next-to-leading-order (NNLO)
predictions for the transverse-momentum spectrum [27].

In the following, we consider the p`? distribution at the
Large Hadron Collider (LHC) with centre-of-mass energyp

S = 13 TeV and acceptance cuts p`? > 20 GeV, M `⌫
? >

27 GeV, |⌘`| < 2.5, 66 GeV < M `⌫ < 116 GeV (⌘` and
M `⌫ being the charged-lepton rapidity and the lepton-
pair invariant mass, respectively), using the central
replica of the NNPDF4.0 NNLO proton PDF set [81] with
strong coupling constant ↵s(mZ) = 0.118 through the
LHAPDF interface [82]. We give predictions for three dif-
ferent QCD approximations, NLO+NLL, NNLO+NNLL
and NNLO+N3LL [83], using the RadISH [31, 84–86] code
for p`⌫? resummation, with a fixed-order prediction pro-
vided by MCFM [87]. We match the two results using the
qT -subtraction formalism [88], with a technical slicing
cuto↵ qcut

T = 0.81 GeV in the MCFM calculation. Linear
fiducial power corrections are included in the RadISH pre-
diction through transverse recoil [28, 89] using the pre-
scription described in [90, 91]. We consider 21 values
of mW between 80.329 GeV and 80.429 GeV, in steps
of 5 MeV. Renormalisation, factorisation and resumma-
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and µQ = ⇠Q M `⌫ , respectively. We estimate pQCD un-
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convergence of the p`? distribution, for a given value of
mW = 80.379 GeV: one can notice how the inclusion
of higher-order pQCD e↵ects in resummed predictions
translates into a significant reduction of theoretical sys-
tematics. The lower panel of Figure 1 shows the impact
on the p`? distribution of a 20-MeV shift of the reference
mW value. As evinced by the plot, such a shift induces
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peak, an e↵ect which is clearly resolvable beyond the the-
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I Ratio of p`t spectra with different MW hypotheses is
largely independent of QCD approximation (for
resummed predictions). Mild dependence only in
uncertainty band.

I Sensitivity to MW variations stems from W
propagation and decay, factorised from QCD ISR.

I Sensitivity to ∆MW /MW ∼ 10−4 well resolvable
beyond theoretical-uncertainty band.

2

pret the extracted mW as the fundamental SM parame-
ter; on the other hand, the observable displays excellent
perturbative convergence, which enables a robust study
of the associated perturbative-QCD (pQCD) uncertain-
ties, and its theoretical description is systematically im-
provable by adding subleading QCD and EW e↵ects. The
simple dependence of the observable upon mW in turn al-
lows a plain study of the impact of non-perturbative QCD
(npQCD) e↵ects, as well as a consistent propagation of
their uncertainties in the prediction.

Lepton transverse momentum and sensitivity to mW .
The modelling of p`? in CCDY requires a precise descrip-
tion of the QCD contributions to the transverse and lon-
gitudinal degrees of freedom of the final state [77]. At
leading order (LO) the charged lepton and the neutrino
are back-to-back, p`⌫? = 0, thus, neglecting lepton masses
and the W -boson decay width �W , the p`? distribution
has a sharp kinematical endpoint at p`? = mW /2, which
is the origin of its sensitivity to the W -boson mass (see
also [78, 79]). Beyond LO in QCD, the region around the
endpoint develops a sensitivity to soft radiation, which in
turn generates an integrable singularity [80] in the fixed-
order di↵erential p`? spectrum. The all-order treatment
of soft and collinear initial-state QCD radiation, achieved
by a resummation of enhanced logarithms log(p`⌫? /mW ),
is therefore a central ingredient for a reliable descrip-
tion of p`?. Such a resummation nowadays reaches next-
to-next-to-next-to-leading-logarithmic (N3LL) accuracy,
matched with the next-to-next-to-leading-order (NNLO)
predictions for the transverse-momentum spectrum [27].

In the following, we consider the p`? distribution at the
Large Hadron Collider (LHC) with centre-of-mass energyp

S = 13 TeV and acceptance cuts p`? > 20 GeV, M `⌫
? >

27 GeV, |⌘`| < 2.5, 66 GeV < M `⌫ < 116 GeV (⌘` and
M `⌫ being the charged-lepton rapidity and the lepton-
pair invariant mass, respectively), using the central
replica of the NNPDF4.0 NNLO proton PDF set [81] with
strong coupling constant ↵s(mZ) = 0.118 through the
LHAPDF interface [82]. We give predictions for three dif-
ferent QCD approximations, NLO+NLL, NNLO+NNLL
and NNLO+N3LL [83], using the RadISH [31, 84–86] code
for p`⌫? resummation, with a fixed-order prediction pro-
vided by MCFM [87]. We match the two results using the
qT -subtraction formalism [88], with a technical slicing
cuto↵ qcut

T = 0.81 GeV in the MCFM calculation. Linear
fiducial power corrections are included in the RadISH pre-
diction through transverse recoil [28, 89] using the pre-
scription described in [90, 91]. We consider 21 values
of mW between 80.329 GeV and 80.429 GeV, in steps
of 5 MeV. Renormalisation, factorisation and resumma-

tion scales are chosen as µR,F = ⇠R,F

q
(M `⌫)2 + (p`⌫? )2,

and µQ = ⇠Q M `⌫ , respectively. We estimate pQCD un-
certainties by varying ⇠R and ⇠F independently in the
range (1/2, 1, 2), excluding ⇠R,F /⇠F,R = 4, while keeping
⇠Q = 1/2 (7 variations). In addition, we consider the 2
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ues di↵ering by 20 MeV.

variations of ⇠Q in (1/4, 1) at central values ⇠R = ⇠F = 1,
thereby obtaining a total envelope of 9 variations.

The upper panel of Figure 1 displays the perturbative
convergence of the p`? distribution, for a given value of
mW = 80.379 GeV: one can notice how the inclusion
of higher-order pQCD e↵ects in resummed predictions
translates into a significant reduction of theoretical sys-
tematics. The lower panel of Figure 1 shows the impact
on the p`? distribution of a 20-MeV shift of the reference
mW value. As evinced by the plot, such a shift induces
a shape distortion at the 0.5%-level around the jacobian
peak, an e↵ect which is clearly resolvable beyond the the-
oretical uncertainty. We also note that, starting from

[Rottoli, PT, Vicini, 2301.04059]

Paolo Torrielli On the determination of the W mass at hadron colliders 9 / 21



Covariance matrix w.r.t. MW variations (I)

I Given N bins σi around the p`t jacobian peak, their sensitivity to MW can be quantified by
constructing the covariance matrix

C(MW )
ij = 〈σi σj 〉 − 〈σi 〉〈σj 〉 , 〈x〉 =

1
p

p∑

k=1

x(k) ,

where p is the number of MW hypotheses considered.

I Diagonalisation of C(MW ) gives N orthogonal p`t -bin combinations (eigenvectors).

I Corresponding eigenvalues represent the sensitivity of eigenvectors to MW variations.
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Covariance matrix w.r.t. MW variations (II)
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p`t = 47 GeV

I First eigenvalue dominates (∼ 99%): bulk of MW sensitivity captured by a single bin
combination.

I Stemming from the fact that the dominant effect of ∆MW is a rigid shift of the spectrum by
∆MW /2.

I Coefficients of the dominant eigenvector change sign around p`t ∼ 37 GeV.

I Define a simple (theoretically and experimentally) observable mimicking dominant covariance
eigenvector: jacobian asymmetry.
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The jacobian asymmetrty Ap`t

A(p`⊥,min, p
`
⊥,mid, p

`
⊥,max) ≡ L− U

L + U

L ≡
∫ p`⊥,mid

p`⊥,min

dp`t
dσ
dp`t

U ≡
∫ p`⊥,max

p`⊥,mid

dp`t
dσ
dp`t

2

pret the extracted mW as the fundamental SM parame-
ter; on the other hand, the observable displays excellent
perturbative convergence, which enables a robust study
of the associated perturbative-QCD (pQCD) uncertain-
ties, and its theoretical description is systematically im-
provable by adding subleading QCD and EW e↵ects. The
simple dependence of the observable upon mW in turn al-
lows a plain study of the impact of non-perturbative QCD
(npQCD) e↵ects, as well as a consistent propagation of
their uncertainties in the prediction.

Lepton transverse momentum and sensitivity to mW .
The modelling of p`? in CCDY requires a precise descrip-
tion of the QCD contributions to the transverse and lon-
gitudinal degrees of freedom of the final state [77]. At
leading order (LO) the charged lepton and the neutrino
are back-to-back, p`⌫? = 0, thus, neglecting lepton masses
and the W -boson decay width �W , the p`? distribution
has a sharp kinematical endpoint at p`? = mW /2, which
is the origin of its sensitivity to the W -boson mass (see
also [78, 79]). Beyond LO in QCD, the region around the
endpoint develops a sensitivity to soft radiation, which in
turn generates an integrable singularity [80] in the fixed-
order di↵erential p`? spectrum. The all-order treatment
of soft and collinear initial-state QCD radiation, achieved
by a resummation of enhanced logarithms log(p`⌫? /mW ),
is therefore a central ingredient for a reliable descrip-
tion of p`?. Such a resummation nowadays reaches next-
to-next-to-next-to-leading-logarithmic (N3LL) accuracy,
matched with the next-to-next-to-leading-order (NNLO)
predictions for the transverse-momentum spectrum [27].

In the following, we consider the p`? distribution at the
Large Hadron Collider (LHC) with centre-of-mass energyp

S = 13 TeV and acceptance cuts p`? > 20 GeV, M `⌫
? >

27 GeV, |⌘`| < 2.5, 66 GeV < M `⌫ < 116 GeV (⌘` and
M `⌫ being the charged-lepton rapidity and the lepton-
pair invariant mass, respectively), using the central
replica of the NNPDF4.0 NNLO proton PDF set [81] with
strong coupling constant ↵s(mZ) = 0.118 through the
LHAPDF interface [82]. We give predictions for three dif-
ferent QCD approximations, NLO+NLL, NNLO+NNLL
and NNLO+N3LL [83], using the RadISH [31, 84–86] code
for p`⌫? resummation, with a fixed-order prediction pro-
vided by MCFM [87]. We match the two results using the
qT -subtraction formalism [88], with a technical slicing
cuto↵ qcut

T = 0.81 GeV in the MCFM calculation. Linear
fiducial power corrections are included in the RadISH pre-
diction through transverse recoil [28, 89] using the pre-
scription described in [90, 91]. We consider 21 values
of mW between 80.329 GeV and 80.429 GeV, in steps
of 5 MeV. Renormalisation, factorisation and resumma-

tion scales are chosen as µR,F = ⇠R,F

q
(M `⌫)2 + (p`⌫? )2,

and µQ = ⇠Q M `⌫ , respectively. We estimate pQCD un-
certainties by varying ⇠R and ⇠F independently in the
range (1/2, 1, 2), excluding ⇠R,F /⇠F,R = 4, while keeping
⇠Q = 1/2 (7 variations). In addition, we consider the 2
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Figure 1. Upper panel: charged-lepton transverse-
momentum distribution in CCDY, computed with di↵erent
QCD approximations and reference mW = 80.379 GeV. Lower
panel: ratio of p`

? distributions computed with two mW val-
ues di↵ering by 20 MeV.

variations of ⇠Q in (1/4, 1) at central values ⇠R = ⇠F = 1,
thereby obtaining a total envelope of 9 variations.

The upper panel of Figure 1 displays the perturbative
convergence of the p`? distribution, for a given value of
mW = 80.379 GeV: one can notice how the inclusion
of higher-order pQCD e↵ects in resummed predictions
translates into a significant reduction of theoretical sys-
tematics. The lower panel of Figure 1 shows the impact
on the p`? distribution of a 20-MeV shift of the reference
mW value. As evinced by the plot, such a shift induces
a shape distortion at the 0.5%-level around the jacobian
peak, an e↵ect which is clearly resolvable beyond the the-
oretical uncertainty. We also note that, starting from
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�MW

I Simple observable constructed as combination of fiducial rates in relatively wide p`t bins.

I A single scalar number depending only on the bin edges, measurable via counting.

I At fixed bin edges, +∆MW shifts p`t spectrum by ∼ +∆MW /2, depleting L and populating U:
asymmetry decreases linearly if p`⊥,mid is at the left of the peak.
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Figure 2. The asymmetry Ap`
?

as a function of mW , in

di↵erent QCD approximations.
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Figure 3. The range of mW values obtained comparing the
band of theoretical predictions at di↵erent orders in pQCD,
with the central experimental value of Ap`

?
. Di↵erent choices

of [p`,min
? , p`,mid

? , p`,max
? ] are considered.

proxy. The pattern of convergence against variations
of [p`,min

? , p`,mid
? , p`,max

? ] largely reflects our considerations
below Eq. (2). We also remark the need of N3LL resum-
mation for a sizeable reduction of theoretical uncertainty,
and a precise mW determination.

Discussion. The asymmetry Ap`
?

defined in Eq. (2)
o↵ers some interesting features, compared to a template
fit of the whole p`? distribution. First, it is defined in

terms of inclusive rates integrated over relatively wide
phase-space regions: this allows to obtain a fairly stable
QCD prediction on the theoretical side, and an excellent
statistical precision and the possibility to unfold detec-
tor e↵ects on the experimental side. Second, the asym-
metry enables a determination of mW based on CCDY
data which, upon including state-of-the-art pQCD pre-
dictions, is not dominated by the tuning of model param-
eters on NCDY measurements. Third, through its linear
dependence on mW , the asymmetry o↵ers the possibil-
ity to cleanly disentangle the impact on mW determina-
tion of all e↵ects contributing to the p`? spectrum. On
top of the pQCD predictions scrutinised in this paper,
which constitute a robust starting point, it is conceptu-
ally straightforward to include final-state QED radiation,
as well as EW and mixed QCD-EW perturbative correc-
tions. All of these additional e↵ects induce modifications
to Ap`

?
that can be separately assessed and systemati-

cally refined. E↵ects of npQCD origin, relevant for a fully
realistic description, can also be included as a separate
component to the prediction of Ap`

?
, but as opposed to

template-fitting, their inclusion is not instrumental for
the whole mW -extraction procedure. As they involve
initial-state QCD radiation, their inclusion is expected
to simply induce a vertical o↵set to Ap`

?
without altering

its slope, i.e. its sensitivity to mW . This o↵set in turn
yields a shift of the preferred mW value, which can be
easily estimated thanks to the linear mW -dependence of
Ap`

?
. The underlying npQCD model can be constrained

via the simultaneous analysis of more observables, other
than Ap`

?
: the improvement in the accuracy of this model

is thus a problem fully decoupled from mW determina-
tion.

To illustrate how npQCD contributions can be consis-
tently studied through the asymmetry Ap`

?
, we consider

e↵ects on mW coming from collinear proton PDFs and
from the modelling of an intrinsic transverse momentum
k? of partons in the proton (further details on the results
of this study can be found in the Appendix). The un-
certainty on collinear PDFs enters transverse kinematics
indirectly, through the finite lepton-rapidity acceptance,
while intrinsic k? directly shifts leptonic momenta.

As for the e↵ect of collinear PDFs, predictions for
Ap`

?
(32 GeV, 37 GeV, 47 GeV) obtained using all 100

replicas of the NNPDF4.0 set yield a PDF uncer-
tainty of ±11.5 MeV. More conservatively, we also
consider the central replicas of the CT18NNLO [93],
MSHT20nnlo [94], and NNPDF3.1 [95] PDF sets. The
corresponding spread of mW values is of ⇠ 30 MeV. A
reduction of PDF uncertainty can be achieved by profil-
ing PDF replicas through the simultaneous inclusion of
additional information, such as data in di↵erent rapid-
ity regions [68, 69], all bins of the p`? distribution [73],
di↵erent W charges at the LHC [2].

Turning to the intrinsic k? of partons in the proton,
it can be precisely modelled studying the p`

+`�
? distribu-

I Linear sensitivity to MW stems from linear
dependence of peak position.

I Sensitivity (slope) largely independent of
QCD approximation/scale: reflecting
factorisation of QCD production from
MW -sensitive propagation/decay.

I Expected to carry over to NP QCD.

I Slope related to the magnitude of the first
covariance eigenvalue for the considered
range.

I Slope depends on the value of the bin
edges [ p`⊥,min, p`⊥,mid, p`⊥,max ].
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as a function of mW , in
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Figure 3. The range of mW values obtained comparing the
band of theoretical predictions at di↵erent orders in pQCD,
with the central experimental value of Ap`

?
. Di↵erent choices

of [p`,min
? , p`,mid

? , p`,max
? ] are considered.

proxy. The pattern of convergence against variations
of [p`,min

? , p`,mid
? , p`,max

? ] largely reflects our considerations
below Eq. (2). We also remark the need of N3LL resum-
mation for a sizeable reduction of theoretical uncertainty,
and a precise mW determination.

Discussion. The asymmetry Ap`
?

defined in Eq. (2)
o↵ers some interesting features, compared to a template
fit of the whole p`? distribution. First, it is defined in

terms of inclusive rates integrated over relatively wide
phase-space regions: this allows to obtain a fairly stable
QCD prediction on the theoretical side, and an excellent
statistical precision and the possibility to unfold detec-
tor e↵ects on the experimental side. Second, the asym-
metry enables a determination of mW based on CCDY
data which, upon including state-of-the-art pQCD pre-
dictions, is not dominated by the tuning of model param-
eters on NCDY measurements. Third, through its linear
dependence on mW , the asymmetry o↵ers the possibil-
ity to cleanly disentangle the impact on mW determina-
tion of all e↵ects contributing to the p`? spectrum. On
top of the pQCD predictions scrutinised in this paper,
which constitute a robust starting point, it is conceptu-
ally straightforward to include final-state QED radiation,
as well as EW and mixed QCD-EW perturbative correc-
tions. All of these additional e↵ects induce modifications
to Ap`

?
that can be separately assessed and systemati-

cally refined. E↵ects of npQCD origin, relevant for a fully
realistic description, can also be included as a separate
component to the prediction of Ap`

?
, but as opposed to

template-fitting, their inclusion is not instrumental for
the whole mW -extraction procedure. As they involve
initial-state QCD radiation, their inclusion is expected
to simply induce a vertical o↵set to Ap`

?
without altering

its slope, i.e. its sensitivity to mW . This o↵set in turn
yields a shift of the preferred mW value, which can be
easily estimated thanks to the linear mW -dependence of
Ap`

?
. The underlying npQCD model can be constrained

via the simultaneous analysis of more observables, other
than Ap`

?
: the improvement in the accuracy of this model

is thus a problem fully decoupled from mW determina-
tion.

To illustrate how npQCD contributions can be consis-
tently studied through the asymmetry Ap`

?
, we consider

e↵ects on mW coming from collinear proton PDFs and
from the modelling of an intrinsic transverse momentum
k? of partons in the proton (further details on the results
of this study can be found in the Appendix). The un-
certainty on collinear PDFs enters transverse kinematics
indirectly, through the finite lepton-rapidity acceptance,
while intrinsic k? directly shifts leptonic momenta.

As for the e↵ect of collinear PDFs, predictions for
Ap`

?
(32 GeV, 37 GeV, 47 GeV) obtained using all 100

replicas of the NNPDF4.0 set yield a PDF uncer-
tainty of ±11.5 MeV. More conservatively, we also
consider the central replicas of the CT18NNLO [93],
MSHT20nnlo [94], and NNPDF3.1 [95] PDF sets. The
corresponding spread of mW values is of ⇠ 30 MeV. A
reduction of PDF uncertainty can be achieved by profil-
ing PDF replicas through the simultaneous inclusion of
additional information, such as data in di↵erent rapid-
ity regions [68, 69], all bins of the p`? distribution [73],
di↵erent W charges at the LHC [2].

Turning to the intrinsic k? of partons in the proton,
it can be precisely modelled studying the p`

+`�
? distribu-

Ap`t
= combination of fiducial rates.

I Excellent perturbative QCD convergence.

I Importance of higher-order results for
high-accuracy prediction.

Ap`t
= based on wide p`t bins O(5-10 GeV).

I Small statistical/systematic errors.

I Viability to unfold detector effects:
combination of different experimental MW
determinations.

I MW simply extracted as the intersection of theoretical and experimental lines.

I ∆MW ∼ ±15 MeV from asymmetry measurement seems feasible experimentally.
Experimental error band obtained assuming 0.1% error on the measurement of L and U and
no correlation. Statistical error ∼ 10 times smaller already with L = 140 fb−1.

Paolo Torrielli On the determination of the W mass at hadron colliders 14 / 21



Ap`t
dependence on p`t bin edges

4

Figure 2. The asymmetry Ap`
?
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Discussion. The asymmetry Ap`
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defined in Eq. (2)
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fit of the whole p`? distribution. First, it is defined in

terms of inclusive rates integrated over relatively wide
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QCD prediction on the theoretical side, and an excellent
statistical precision and the possibility to unfold detec-
tor e↵ects on the experimental side. Second, the asym-
metry enables a determination of mW based on CCDY
data which, upon including state-of-the-art pQCD pre-
dictions, is not dominated by the tuning of model param-
eters on NCDY measurements. Third, through its linear
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as well as EW and mixed QCD-EW perturbative correc-
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, but as opposed to

template-fitting, their inclusion is not instrumental for
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e↵ects on mW coming from collinear proton PDFs and
from the modelling of an intrinsic transverse momentum
k? of partons in the proton (further details on the results
of this study can be found in the Appendix). The un-
certainty on collinear PDFs enters transverse kinematics
indirectly, through the finite lepton-rapidity acceptance,
while intrinsic k? directly shifts leptonic momenta.

As for the e↵ect of collinear PDFs, predictions for
Ap`
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(32 GeV, 37 GeV, 47 GeV) obtained using all 100

replicas of the NNPDF4.0 set yield a PDF uncer-
tainty of ±11.5 MeV. More conservatively, we also
consider the central replicas of the CT18NNLO [93],
MSHT20nnlo [94], and NNPDF3.1 [95] PDF sets. The
corresponding spread of mW values is of ⇠ 30 MeV. A
reduction of PDF uncertainty can be achieved by profil-
ing PDF replicas through the simultaneous inclusion of
additional information, such as data in di↵erent rapid-
ity regions [68, 69], all bins of the p`? distribution [73],
di↵erent W charges at the LHC [2].

Turning to the intrinsic k? of partons in the proton,
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defined in Eq. (2)
o↵ers some interesting features, compared to a template
fit of the whole p`? distribution. First, it is defined in

terms of inclusive rates integrated over relatively wide
phase-space regions: this allows to obtain a fairly stable
QCD prediction on the theoretical side, and an excellent
statistical precision and the possibility to unfold detec-
tor e↵ects on the experimental side. Second, the asym-
metry enables a determination of mW based on CCDY
data which, upon including state-of-the-art pQCD pre-
dictions, is not dominated by the tuning of model param-
eters on NCDY measurements. Third, through its linear
dependence on mW , the asymmetry o↵ers the possibil-
ity to cleanly disentangle the impact on mW determina-
tion of all e↵ects contributing to the p`? spectrum. On
top of the pQCD predictions scrutinised in this paper,
which constitute a robust starting point, it is conceptu-
ally straightforward to include final-state QED radiation,
as well as EW and mixed QCD-EW perturbative correc-
tions. All of these additional e↵ects induce modifications
to Ap`
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that can be separately assessed and systemati-

cally refined. E↵ects of npQCD origin, relevant for a fully
realistic description, can also be included as a separate
component to the prediction of Ap`

?
, but as opposed to

template-fitting, their inclusion is not instrumental for
the whole mW -extraction procedure. As they involve
initial-state QCD radiation, their inclusion is expected
to simply induce a vertical o↵set to Ap`
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without altering

its slope, i.e. its sensitivity to mW . This o↵set in turn
yields a shift of the preferred mW value, which can be
easily estimated thanks to the linear mW -dependence of
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. The underlying npQCD model can be constrained

via the simultaneous analysis of more observables, other
than Ap`
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: the improvement in the accuracy of this model

is thus a problem fully decoupled from mW determina-
tion.

To illustrate how npQCD contributions can be consis-
tently studied through the asymmetry Ap`

?
, we consider

e↵ects on mW coming from collinear proton PDFs and
from the modelling of an intrinsic transverse momentum
k? of partons in the proton (further details on the results
of this study can be found in the Appendix). The un-
certainty on collinear PDFs enters transverse kinematics
indirectly, through the finite lepton-rapidity acceptance,
while intrinsic k? directly shifts leptonic momenta.

As for the e↵ect of collinear PDFs, predictions for
Ap`

?
(32 GeV, 37 GeV, 47 GeV) obtained using all 100

replicas of the NNPDF4.0 set yield a PDF uncer-
tainty of ±11.5 MeV. More conservatively, we also
consider the central replicas of the CT18NNLO [93],
MSHT20nnlo [94], and NNPDF3.1 [95] PDF sets. The
corresponding spread of mW values is of ⇠ 30 MeV. A
reduction of PDF uncertainty can be achieved by profil-
ing PDF replicas through the simultaneous inclusion of
additional information, such as data in di↵erent rapid-
ity regions [68, 69], all bins of the p`? distribution [73],
di↵erent W charges at the LHC [2].

Turning to the intrinsic k? of partons in the proton,
it can be precisely modelled studying the p`

+`�
? distribu-

I Perturbative convergence generally very
well behaved.

I Importance of including N3LL to assess
quality of perturbative convergence.
Perturbative stability checked beyond mere
scale variation.

I Some trade-off between sensitivity
(improving at higher p`⊥,mid) and
perturbative convergence (improving at
lower p`⊥,mid).

I ∆MW ∼ ±5 MeV achievable from
perturbative QCD based on CCDY alone.

Paolo Torrielli On the determination of the W mass at hadron colliders 15 / 21



Including further effects

So far only dealt with perturbative QCD.

This is the starting point for a complete classification and quantitative assessment of all effects
sensitive to MW variations.

I Impact of PDFs and profiling.

I Impact of NP QCD modelling.

I QED and mixed QCD-EW perturbative corrections.

I Systematic covariance studies: beyond asymmetry.
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Effect on asymmetry from PDF choice

Alessandro Vicini - University of Milano                                                                                                                                                                                                                                                                                   Milano, February 1st 2023
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PDF uncertainties

  • the PDF uncertainties on  are evaluated in a conservative way
     using the 100 replicae of the NNPDF4.0 - NLO set
     Ⱦ 

  • the spread of the central values of CT18NNLO, MSHTnnlo, NNPDF4.0
     if of  

  • this size of the uncertainty is expected:
         is one single observable,   particularly sensitive to PDF variations

     Ⱦ more information is needed to mitigate this problem

mW

δmPDF
W = ± 11 MeV

∼ 30 MeV

"pℓ⊥

  1) in situ profiling 
      (e.g. use additional bins of the  distribution)

  2) combination of results in different rapidity acceptance regions
       (e.g. LHCb combined with ATLAS/CMS)

  3) combination of results for  and 

pℓ⊥

W+ W−
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I Variations from 100 NNPDF4.0 NNLO replicas on NLO+NLL result: ∆MW ∼ ±12 MeV.

I Spread from 3 other PDF sets (central replica) on N3LL+NNLO result: ∆MW ∼ 30 MeV.

I Asymmetry slope unaffected: factorisation of initial-state effects from W propagation/decay.

I PDF spread can be reduced to few MeV using additional p`t bins, combination of different
rapidity windows (forward and central rapidities anti-correlated) [Bozzi, Citelli, Vesterinen, Vicini, ’15; Bagnaschi,

Vicini, ’19], combination of results from W + and W−.
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Toy study on effect of NP modelling
I From NNLO+NNLL NCDY predictions, compute pZ

t
reweighing factors to match NCDY ‘data’ (NNLO+N3LL
central)→ mimic tuning. One factor per scale choice.

I Apply rewgeighing factors to NNLO+NNLL CCDY p`νt
spectrum; compare with CCDY ‘data’ (NNLO+N3LL
central).

I p`νt and p`t distribution after reweighing agree better with
CCDY ‘data’, but maintain some shape difference.

I QCD uncertainty on reweighting robustly estimated only
using one reweighing factor per scale choice.

I Uncertainty on MW of same size (or larger) as that of the
starting NNLO+NNLL distribution, not of the target
NNLO+N3LL ‘data’: importance of accurate perturbative
starting point for assessing NP effects.

I NP = additional effect to precisely calculate asymmetry
value (slope unaffected), not the central ingredient of MW
extraction, as for template fitting.

Alessandro Vicini - University of Milano                                                                                                                                                                                                                                                                                   Milano, February 1st 2023
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Information transfer from NCDY to CCDY :    a validation exercise

  • NNLO+N3LL with central scales is our MC truth = pseudodata
      both for NCDY and CCDY
  • we take NNLO+NNLL as theory model

 - for different scale choices we compute the reweighing functions 
   from NNLO+NNLL to the  pseudodata
 - we then use the same reweighing functions in CCDY at NNLO+NNLL
 - we compare the reweighed results and the CCDY pseudo data

  • the  and  distributions obtained with reweighing 
    show an improvement (get very close to the CCDY pseudodata),
    but still maintain some shape differences

  • the pQCD uncertainty on 
    estimated with or without reweighing is of similar size 
    (in our case the NNLO+NNLL QCD uncertainty)

  Ⱦ usage of the highest available perturbative order is recommended
       to minimize the systematics in the transfer from Z to W

pZ⊥

pW⊥ pℓ⊥

mW
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Importance of EW effects
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Figure 7. Upper plots: lepton-pair transverse mass (left plots) and lepton transverse momentum

(right plots) distributions in di↵erent approximations: without QCD corrections (Horace LO and

Horace with QED FSR PS) and with QCD corrections (Powheg-v2 NLO QCD + QCD PS

and Powheg-v2 NLO QCD + QCD PS interfaced to Photos) for the decay W+ ! µ+⌫ at the

LHC 14 TeV, with acceptance cuts as in table 11. Lower plots: relative contribution of QED FSR

normalized to the LO predictions and of QED FSR + mixed QCD-QED corrections normalized to

the Powheg-v2 NLO QCD + QCD PS predictions.

LO predictions (blue dots); we then consider the predictions in QCDNLOPS⇥QEDPS ap-

proximation and take the ratio with purely QCD corrected distributions (red dots). With

this ratio we express the impact of QED FSR corrections together with the one of mixed

QCD-QED terms present in a tool based on a factorized ansatz for the combination of

QCD and QED terms, removing exactly the e↵ect of pure QCD corrections. The QED

FSR corrections are common to the blue and red dots and the di↵erence between the two

sets of points is induced by the mixed QCD-QED corrections. As it can be seen from

figure 7, the shape and size of the QED FSR corrections to the transverse mass distribu-

tion is largely maintained after the inclusion of QCD corrections; the mixed QCD-QED

contributions are moderate but not negligible, with an e↵ect at the few per mille level. On

the contrary, the lepton pT distribution is strongly modified by mixed QCD-QED e↵ects,

which amount to some per cent and, more importantly, smear the varying shape of the
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(right plots) distributions in di↵erent approximations: without QCD corrections (Horace LO and

Horace with QED FSR PS) and with QCD corrections (Powheg-v2 NLO QCD + QCD PS

and Powheg-v2 NLO QCD + QCD PS interfaced to Photos) for the decay W+ ! µ+⌫ at the

LHC 14 TeV, with acceptance cuts as in table 11. Lower plots: relative contribution of QED FSR

normalized to the LO predictions and of QED FSR + mixed QCD-QED corrections normalized to

the Powheg-v2 NLO QCD + QCD PS predictions.

LO predictions (blue dots); we then consider the predictions in QCDNLOPS⇥QEDPS ap-

proximation and take the ratio with purely QCD corrected distributions (red dots). With

this ratio we express the impact of QED FSR corrections together with the one of mixed

QCD-QED terms present in a tool based on a factorized ansatz for the combination of

QCD and QED terms, removing exactly the e↵ect of pure QCD corrections. The QED

FSR corrections are common to the blue and red dots and the di↵erence between the two

sets of points is induced by the mixed QCD-QED corrections. As it can be seen from

figure 7, the shape and size of the QED FSR corrections to the transverse mass distribu-

tion is largely maintained after the inclusion of QCD corrections; the mixed QCD-QED

contributions are moderate but not negligible, with an e↵ect at the few per mille level. On

the contrary, the lepton pT distribution is strongly modified by mixed QCD-QED e↵ects,

which amount to some per cent and, more importantly, smear the varying shape of the
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MW
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t

I Significant effects from QED FSR and
from mixed QCD-EW corrections at the
jacobian peak for p`t (see e.g. [Carloni, Chiesa,

Martinez, Montagna, Nicrosini, Piccinini, Vicini, 1612.02841]).

I Effects only from QED FSR at the
jacobian peak for M`ν

t .

I QED FSR affect both asymmetry value
and slope.

I Smearing of p`t distribution expected,
leading to slight MW -sensitivity loss.
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Covariance studies beyond jacobian asymmetry
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Covariance eigenvectors

I Effect of ∆MW on p`t is a shift: sensitivity to
MW mainly encoded in primary eigenvector
(∼asymmetry) representing translations
(Eigen[1]/Tr[COV] ∼ 0.99).

I Secondary eigenvalues extremely suppressed

I Covariance allows systematic classification of
eigenvectors according to MW sensitivity.

I Secondary eigenvectors can be separately
analysed (if need be) and included once their
perturbative stability is established.

I Not possible with template fitting, all
secondary eigenvectors lumped with the first:
very little gain in sensitivity at the price of
much more noisy analysis.

I Under study: refinement of asymmetry
definition to better match dominant covariance
eigenvector.
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Outlook

Jacobian asymmetry Ap`t
for MW determination.

I Combination of fiducial rates→ excellent QCD perturbative stability and accuracy, precision
measurement.

I Based on large p`t bins, large linear dependence on MW → experimental statistics and
systematics under control.

I Possibility to unfold data to particle level→ global experimental combination.

I Allows systematic inclusion and assessment of all sources of sensitivity to MW : PDF, NP, EW,
...

Covariance studies to systematically classify and potentially include yet subdominant effects.
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Backup
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Taming PDF uncertainties with additional p`t bins [Bagnaschi, Vicini, 1910.04726]
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I Strong anti-correlation under PDF
variations between p`t regions
below/above jacobian peak.

I Take PDF correlations into account
directly in the definition of χ2:

χ2
i =

∑

r,s∈bins

(
T i −Dexp

)
r

(
C−1)

rs

(
T i −Dexp

)
s

C = Σpdf + Σstat + Σmc + Σsyst
exp

(Σpdf)rs = 〈T i
r T i

s 〉pdf − 〈T i
r 〉pdf 〈T i

s 〉pdf

I Correlation leads to profiling of PDF
replicas→ significant reduction of PDF
uncertainty w.r.t. the case with no PDF
covariance, at the few-MeV level.
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EW effects at the jacobian peak [Carloni, Chiesa, Martinez, Montagna, Nicrosini, Piccinini, Vicini, 1612.02841]

pp ! W+,
p

s = 14 TeV MW shifts (MeV)

Templates accuracy: LO W+ ! µ+⌫ W+ ! e+⌫

Pseudo–data accuracy MT p`T MT p`T

1 Horace only FSR-LL at O(↵) -94±1 -104±1 -204±1 -230±2

2 Horace FSR-LL -89±1 -97±1 -179±1 -195±1

3 Horace NLO-EW with QED shower -90±1 -94±1 -177±1 -190±2

4 Horace FSR-LL + Pairs -94±1 -102±1 -182±2 -199±1

5 Photos FSR-LL -92±1 -100±2 -182±1 -199±2

Table 3. W mass shifts (in MeV) due to di↵erent QED/EW contributions and lepton-pair radi-

ation, for muons and bare electrons at 14 TeV LHC. The templates are computed at LO without

any shower correction, the pseudodata with the accuracy and the QED e↵ects as indicated in the

table.

determination of the W mass are in practice independent of the nominal c.m. energy. This

feature follows from the fact that these theoretical contributions are driven by logarithmic

terms of the form LQED = ln(ŝ/m2
` ), where m` is the mass of the radiating particle.

Independently of the accelerator energy, the configurations with ŝ ' M2
W , the W resonance,

dominate the cross section and the kinematical distributions relevant for the determination

of MW .

Comparing the di↵erent lines of table 3, it can be noticed that:

• 1 vs. 2: the contribution due to multiple photon emission, beyond O(↵), dominated

by two-photon radiation terms, amounts to some MeV for muons and to about 20

- 30 MeV for bare electrons, because of the very di↵erent impact of lepton-mass

dependent collinear logarithms LQED. This is in agreement with previous studies

at Tevatron energies, where the contribution of multiple FSR is taken into account

using Photos.

• 2 vs. 3: the contribution of non-logarithmic NLO EW corrections is a small e↵ect,

at a few MeV level, for both muons and electrons, and independent of the considered

observable. This result emphasizes the dominant rôle played by QED FSR at LL

level within the full set of NLO EW corrections.

• 2 vs. 4: the O(↵2) contribution due to lepton-pair radiation induces a shift of MW

of about 5±1 MeV for muons and 3±1 MeV for electrons, when considering the fits

to the transverse mass distribution. It is a not negligible e↵ect given the present

accuracy of the measurement at the Tevatron, where it is presently treated as a

contribution to the QED uncertainty, because the Photos version included in the

Tevatron analyses did not simulate pair radiation‡‡. For W decays into muons, the

shift is of the same order of the one induced by multiple photon emission, whereas

‡‡At present a version of Photos including the e↵ects of light-pair radiation is available, as described in

ref. [79].
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pp̄ ! W+,
p

s = 1.96 TeV MW shifts (MeV)

Templates accuracy: NLO-QCD+QCDPS W+ ! µ+⌫ W+ ! e+⌫(dres)

Pseudodata accuracy QED FSR MT p`T MT p`T

1 NLO-QCD+(QCD+QED)PS Pythia -91±1 -308±4 -37±1 -116±4

2 NLO-QCD+(QCD+QED)PS Photos -83±1 -282±4 -36±1 -114±3

3 NLO-(QCD+EW)-two-rad+(QCD+QED)PS Pythia -86±1 -291±3 -38±1 -115±3

4 NLO-(QCD+EW)-two-rad+(QCD+QED)PS Photos -85±1 -290±4 -37±2 -113±3

Table 10. W mass determination for muons and dressed electrons at the Tevatron. MW shifts

(in MeV) due to multiple QED FSR and mixed QCD-EW corrections, computed with Pythia-qed

and Photos as tools for the simulation of QED FSR e↵ects. Pythia-qed and Photos have been

interfaced to Powheg-v2 with only QCD corrections (lines 1 and 2) or matched to Powheg-v2

two-rad with NLO (QCD+EW) accuracy (lines 3 and 4). The templates have been computed with

Powheg-v2 with only QCD corrections. The results are based on MC samples with 1⇥108 events.

constant given by ↵(0), no pair radiation and negligible e↵ect of QED ISR in Pythia-

qed).

• 3 vs. 4: the shifts induced by mixed O(↵↵s) corrections are independent of the QED

radiation model, or, in other words, the e↵ect of QED terms subleading in an expan-

sions in powers of LQED is negligible. In fact the shifts of lines 3 and 4 agree at the

level of 1 MeV, within the statistical error, both for MT and pl
T in the case of muons

and dressed electrons. This can be understood by the fact that the hardest QED

final state photon is described, in both approaches, with NLO matrix element accu-

racy and the QED LL shower simulates only higher-order e↵ects. As a consequence,

the di↵erences stemming from di↵erent QED simulations between Pythia-qed and

Photos start from O(↵2). The di↵erences for both lepton-pair transverse mass and

lepton transverse momentum distributions are at the 0.1% level, as shown in figure 10

(blue dots) and flat around the jacobian peak, yielding di↵erences in the MW shifts

below the 1 MeV target uncertainty.

• 1 vs. 3 and 2 vs. 4: the di↵erence between these theoretical options provides an

estimate of the contribution of mixed O(↵↵s) corrections, that are not included in

the stand-alone tools that simulate QED FSR and that become available only after

matching these tools with an exact NLO EW calculation.

We note that the estimate of the mixed O(↵↵s) corrections depends on the tool used

to simulate QED FSR. In particular, the estimate of these e↵ects with FSR simulated

with Pythia-qed amounts to a ⇠ 5±1 MeV shift for the lepton-pair transverse mass

and to a shift of the order of ⇠ 17 ± 5 MeV for the lepton transverse momentum, in

the case of muons; for recombined electrons the shifts are of the size of ⇠ 1 ± 1 MeV

and ⇠ 1 ± 5 MeV for MT and pl
T , respectively. When simulating QED FSR with

Photos the e↵ects amount to a ⇠ 2 ± 1 MeV shift for the transverse mass and to a

shift of the order of ⇠ 8 ± 5 MeV for the lepton transverse momentum, in the case
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I EW effects induce a smearing of the
jacobian peak, shifting the extracted MW .

I Leading effect from QED FSR, extra
few-MeV shifts from subleading EW
effects.

I Quantitatively, EW impact depends on
the underlying QCD model: importance
to include EW effects on top of an
accurate QCD prediction.

I Progress in calculation of QCD-EW
corrections at fixed order [Buonocore et al.

2102.12539; Bonciani et al., 2106.11953; Armadillo et al.

2201.01754; Buccioni et al. 2203.11237], and in
resummation [Cieri et al. 1805.11948; Autieri et al.

2302.05403].
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