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Observational landscape
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Stochastic Backgrounds

Unresolved sources. Incoherent superposition of unresolved compact
sources.

Diffuse sources. Spatially correlated at generation due to phase
transitions, topological defects, primordial perturbations, etc.

LIGO: actively searching for stochastic component (but very specific).

Upper limits ΩGW ∼ 10−9 at f = 25 Hz [LVK circa 2022].

PTAs evidence for A ∼ 10−15 at yr−1 and and Hellings Down [June 2023]

LISA: guaranteed to see significant stochastic components.
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What is a Stochastic signal?

hab(x⃗ , k̂, t) = h+(x⃗ , t, k̂)e+ab(k̂) + h×(x⃗ , t, k̂)e×ab(k̂) .

Resolved: The signal is correlated
either temporally or spatially
(frequency and/or direction).

The signal is coherent and can be
distinguished from random noise
by “averaging” data (linear in
strain h̃).

⟨h⟩T ̸= 0, ⟨n⟩T = 0 .
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What is a Stochastic signal?

h(x⃗ , t) =
∑
A

∫ +∞

−∞
df

∫
Ω

dΩk̂ h̃ A(f , k̂) e
A
ab(k̂)e

−i2π[f (t−k̂ ·⃗x)] .

Stochastic: Limit where phase is
uncorrelated between frequencies
and/or directions e.g. due to
incoherent superposition of
sources or generation by random
field.

The signal is incoherent and
cannot be distinguished from
noise at linear level.

⟨h̃⟩T = 0, ⟨ñ⟩T = 0 .

⟨h̃h̃⋆⟩T ∼ Ph, ⟨ññ⋆⟩T ∼ Sn .
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Statistical properties

Incoherent signal: fully stochastic backgrounds hold no phase information
in strain h.

Usually assumed to be stationary, and statistically isotropic;

⟨h(t, k̂)h⋆(t +∆t, k̂ ′)⟩ ∼ δ(3)(k̂ − k̂ ′)H(∆t) ,

⇕
⟨h(f , k̂)h⋆(f ′, k̂ ′)⟩ ∼ δ(f − f ′) δ(3)(k̂ − k̂ ′)Ph(f ) .

These assumptions are very important ones for methods aimed at
characterising and separating SGWBs.

Note that statistical isotropy does not imply lack of angular correlations.
The strain intensity (power) can be anisotropic and have non-trivial
angular correlations

⟨h(f , k̂)h⋆(f ′, k̂ ′)⟩ ∼ δ(f − f ′) δ(3)(k̂ − k̂ ′)Ph(f , k̂) ,

⟨Ph(f , k̂)Ph(f , k̂
′)⟩ = 1

4π

∑
ℓ

(2ℓ+ 1)Cℓ(f )Pℓ(k̂ · k̂ ′) ,
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One more possibility...

Only one way to generate a diffuse background with (temporal and/or
angular) coherency i.e. ⟨ϕ(f , k̂)ϕ(f ′, k̂ ′)⟩ ≁ δ(f − f ′) δ(3)(k̂ − k̂ ′).

GWs that have spent time outside the horizon. These will be squeezed
(zero-momentum) and then start oscillating (and travelling) coherently in
all directions as they re-enter the horizon.

Unique signature of inflationary background which would lead to standing
waves [Grishchuk & Sazhin 1975].

Interferometers can distinguish between standing and travelling waves
[CC & Magueijo 2018].

Density perturbations destroy all coherence [Bartolo et al 2019, Margalit,

CC, & Pieroni 2020] → no unique signature due to coherent k⃗ and −k⃗
modes.
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Scalar modes are annoying foregrounds...
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Non-Gaussianity

Decoherence, or randomisation of phase correlations, affects what kind of
non-Gaussianity can be observed using GWs.

Any non-Gaussian correlations in the strain field is wiped out by the
propagation through a perturbed universe eg.

⟨h(k⃗1)h(k⃗2)h(k⃗3)⟩ → 0 .

Only three-point correlations of the GW intensity will carry information
(angular correlations) [Bartolo et al. 2019, 2020].

⟨Ph(k⃗1)Ph(k⃗2)Ph(k⃗3)⟩

Mining non-Gaussianity will require spectral and angular resolution.

Valuable to constrain all generation scenarios including astrophysical
sources, cosmological phase transitions, topological defects, etc.

...but scalar perturbations are a foreground → tensor non-Gaussianity
“polluted” by scalar non-Gaussianity. Use GWs to constrain fNL?!
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Characterising backgrounds

LISA will almost certainly observe a superposition of different SGWBs.

These should be separated using both spectral and angular information
(see, e.g. ”cyclostationary”, Neil, Quentin, et al.)

Coherent detectors are typically good spectrometers but bad imagers.

e.g. CMB radio interferometry; very successful spectral rejection of
compact radio source signals but spatial (angular) rejection impossible
because of sparse Fourier (uv) coverage.

GW interferometry; excellent spectral resolution and baseline but low
angular resolution (in “intensity”-mode).

Not to be confused with localisation resolution which uses time phase
information to reconstruct angular position of coherent compact sources.
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Photon Interferometry vs GW Interferemetry

Cosmic Background Imager, Caltech, NSF
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Spectral characterisation

Coherent detectors make very good spectrometers.

Caprini at al. 2019

...as long as several real-world effects are taken care of...
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Spectral characterisation - Challenges

Non-stationarity in signal and noise. When does

⟨X (f )X ⋆(f ′)⟩ → δ(f − f ′)?

Noise: well-understood problem.
What is the effective high-pass frequency for LISA (10−4 Hz?).
Signal: less well-understood problem.
When does a superposition of signals become sufficiently
“stochastic”?
Complicates directional searches and ‘global fits’.

Resolved source (time and angular) removal: Great feature of GW signal

but will leave non-trivial residuals in the time-domain. Stochastic

timestream will contain residuals plus significant non-stochastic

contribution from SNR∼ 1 signal.

This will complicate the spectral analysis by degrading spectral
resolution making signal and noise estimation harder.

Time-domain gaps? cosmic ray hits, time continuity, glitches, etc. -
degrade spectral resolution.
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Noise estimation

LISA will have a high signal-to-noise timestream - even after resolved
source removal.

Noise power should be estimated iteratively by subtracting estimate of

lowest SNR component (stochastic).

1 Integrate timestream into frequency or/and angular domain.

Ph(f , k⃗). cf. “map-making” χ2 step in CMB analysis.
2 “Re-scan” to timestream and subtract from data.
3 Evaluate new PSD of timestream.
4 Iterate 1-3.
5 Fix PSD and evaluate a final “map” (f , k̂ , ℓm).
6 Iterative Maximum Likeliood estimate of intensity power

spectrum e.g. Cℓ(f ).

Ill-conditioning problem: pre-compress harmonic space and direct to Cℓ

estimation (cf. CMB interferomery “gridding” methods)?

Null or Sagnac channels are ‘null-tests’ not noise estimation methods.
Are there other null tests for LISA (stochastic)?
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Angular characterisation

Coherent detectors make bad stochastic imagers

Interferometer baselines observe sparse tracks in the (spherical) ‘u,

v ’ phase-space - ill-conditioned reconstruction of coordinate space.

Coherent detectors without ability to focus make even worse imagers.

LISA is“stuck” with non-compact geometric response with limited phase
coverage.

Combination of response and noise power determines spectral sensitivity
at each frequency.
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LISA Reponse and Noise

After angular integration we get:

by combining noise and response we get the the strain (bottom right):
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LISA sky response 8

FIG. 5. An example input map from the simulations (left panel) to be compared to the final output maps obtained integrating
with di↵erent frequency cuto↵s, fmax = 0.1 Hz (central panel) and fmax = 0.01 Hz (right panel). These highlight the di↵erent
resolutions the LISA channels have in di↵erent ranges of frequency.

FIG. 6. Transfer functions T` for the average reconstructed C`s obtained with di↵erent frequency cuto↵s (left panel) and
di↵erent spectral shapes, ↵ = 3 and ↵ = 0, both in the high frequency case fmax = 0.1 Hz (right panel). Each simulation set
consists of 50 maps, each a di↵erent realisation of the same C` input. There appears to be a clear one-to-one relation between
the resolution `max of the instrument and the frequency cuto↵. Conversely, there is an average di↵erence of 5% between the
transfer functions obtained with di↵erent spectral weightings, however this does not a↵ect the resolution cuto↵.

assumed to be the same here. We explore the ability of
LISA to reconstruct these input maps by changing the
frequency integration range, varying the spectral param-
eter ↵, and toggling the sky-integrated amplitude I(f0)
with respect to the noise level set by N .

2. Noise generation

LISA TDI noise is an active area of research, and there
are ongoing studies on which TDI configuration will yield
the lowest noise measurements. However these go beyond
the scope of our project, as these model the orbits and
breathing modes of the constellation more realistically.
In the simplified equal-arm scenario considered here, to
good approximation the noise in each auto-correlation
of TDI channels may be described by the same power
spectrum, SCC , and similarly the noise in each cross-
correlation may be described by SCD. The 3 ⇥ 3 model
TDI noise correlation matrix N is then completely de-
scribed by SCC on the diagonal and SCD on the o↵-
diagonal terms. The expressions for these power spectra

used in this work are

SCC = 16 sin2 a (Sint + (3 + cos 2a)Sacc) , (30)

SCD = �8 sin2 a cos a (Sint + 4Sacc) , (31)

as presented in [19], where Sint and Sacc are the interfer-
ometer and acceleration noise-components respectively.

The noise realisation Nin must respect the correlations
imposed by N , hence the noise is first generated linearly
in the noise-diagonal space, and then rotated back into
correlated noise space. This is achieved by generating
a random 3-vector in noise-diagonal space and rotating
it into the TDI noise vector nin = (nX , nY , nZ)in using
the eigenvector matrix of N . In the limit of equilateral
configuration and identical noise at the vertices that we
are considering here, the noise-diagonal space is precisely
the space of the {A, E, T} channels, and the same rota-
tion as described in [43] is employed to transform from
one to the other. Nin is then simply the outer product
of nin. An example data segment is provided in Fig. 4.

Contaldi et al. 2022

18/36



Observational Landscape SGWB Statistics Practical Challenges & Prospects New Ideas

LISA “map”?
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LISA Anisotropies

LISA: Expected sensitivity to anisotropy multipoles in intensity.

Bartolo et al. 2022
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High-ℓ SGWB from space?

Gong et al. 2021

Beat the fL/c factor by introducing long-baseline interferometry in space.

Concurrent missions: LISA, TianQin, Taiji?
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High-ℓ SGWB from space?

Baker et al. 2021

Resolution dramatically improves with long baseline in space.

Reminder: this is intensity (angular) resolution.
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High-ℓ SGWB from space?

Mentasti, CC, & Peloso. Preliminary

LISA-Taiji confidence in reconstruction of individual δℓm relative to
monopole.
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Cosmic Variance - a new problem?

Planck, ESA
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Cosmic Variance - GW interferometry

Growing number of baselines over
the next decade.

Iterative improvement in
sensitivity.

Einstein Telescope (mid 30s?)

Mentasti, CC, & Peloso [2301.08074,
2304.06640]

Consider zero-noise limit.

Interferometers - covariance of

multipoles is not diagonal, despite

full-sky coverage.

Overlapping and finite
frequency coverage.
Non-compact beam.

Calculate ”SNR” of anisotropies
when variance is dominated by
monopole.

”How well can we measure aℓm’s
in signal dominated limit?
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Cosmic Variance - GW interferometry

[Mentasti, CC, & Peloso, 2301.08074, 2304.06640]
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Map-making?
Mapping Incoherent GWBs 7

Figure 4. Input (top) and output (bottom) maps for the high SNR cases. The results are for the analysis of 24 hours, simulated

data, mimicking the LIGO “O1” release data structure for the three baseline (LIGO-VIRGO) case. Left: The input monopole map with

amplitude 1/2
p
⇡ ⇠ 0.282 corresponding to a monopole a00 = 1. The output map recovers an average µ = 0.278. The non-trivial “uvw”

coverage results in significant correlations in the final map. Middle: The “Gaussian” statistically isotropic map case. All `  8 modes are

recovered accurately. Right: The anisotropic “Galaxy” case. The resolution limit of the observations is most obvious in this case.

sky at pixel p with unit direction p̂, and �⌧p is the discretised
overlap function. We have added a superscript ⌧ to indicate
that this is the observation at a particular time frame ⌧
defined by a fixed pointing with respect to the sky frame.
This highlights that in the galactic frame adopted here the
baseline vector and overlap function are both rotating with
respect to the sky.

We can now identify the operation A†N�1d required in
(25) with the discretised form

A†N�1d ! zp = � f
4⇡

Npix

’
f

�⌧p

E
f
d⌧
f

Pf
ei2⇡ f b

⌧ ·p̂ . (29)

It is important to note that the reality of the observed time
streams implies the condition d?

f
= d� f such that the opera-

tion can be carried out as a some over the positive frequency
domain only

zp = � f
8⇡

Npix

1’
f=0
�⌧p

E
f
d⌧
f

Pf

h
cos(2⇡ f b⌧ · p̂)R(d⌧f ) �

sin(2⇡ f b⌧ · p̂)I(d⌧f )
i
.

(30)

Similarly we can identify the operation A†N�1A in (25) as

Mpp0 = �
2
f

16⇡2

Npix

1’
f=0
�⌧p �

⌧
p0

E2
f

Pf
cos

⇥
2⇡ f b⌧ · ( p̂ � p̂)⇤ , (31)

giving the maximum-likelihood map estimate

s̃p =
’
p0

M�1
pp0 zp0 . (32)

When more than a single pointing time frame ⌧ is present
and when the observations cover multiple baselines b the
expressions are modified by summing over the individual
contributions in such a away that

zp =
’
⌧,b

z⌧,bp , (33)

and

Mpp0 =
’
⌧,b

M⌧,b
pp0 (34)

where the superscripts denote the individual contributions
to each time frame and baseline. Each of these will involve
a rotation of the baseline dependent overlap function �⌧,bp

maps and baseline vectors b⌧ to the sky frame. We use the
QPoint5 library of Rahlin (2016) to apply the location de-
pendent transformation from detector to sky frames. The
power spectrum of the noise will also, in general, be di↵erent
for separate time frames ⌧ and this is also included implic-
itly in the operation by re-estimating the noise for each time
frame as discussed below.

3.1 Application to LIGO–type detector baselines

In order to test our procedure in the most realistic setting
from the outset we have based our algorithm around the
LIGO open data format (Abbott et al. 2016d). We load, se-
quentially, the LIGO “O1” data frames, stored with a sam-
pling rate of 4096 Hz, where both LH and LL detectors were
simultaneously in operation. When simulating data from
more detectors we assume that they are operational for the
same data frames.

The data is parsed using the LIGO flag system in or-
der to reject frames where injection events were present,
periods when the detectors were being tested, or sections of
the data were the LIGO pipeline has verified that one or
either of the instruments was operating outside of the es-
tablished parameter range. We then subdivide the remain-
ing data into segments of 60 seconds. These constitute the
time frames labelled as ⌧ where, for the angular scales being
targeted here, we can consider the motion of the Earth to

5 http://github.com/arahlin/qpoint

MNRAS 000, 1–13 (2018)

Renzini & CC 2019

Yes, but only if δGW
ℓm > 10−2.

...and assuming stationarity! (see e.g. Capurri et al. 2103.12037).
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Summary

LISA: significant real-world challenges - separating stochastic
components/residuals will be difficult. Exploit both frequency and
angular structure.

LISA: there will be some angular information to exploit.

LISA-Taiji: Long baseline will make better maps (∼ 1 degree?) but still
be limited by sensitivity.

Sample variance: Sets a limit on how well relative anisotropy can be
mapped.

Ground-based: can add baselines and exploit future sensitivity + time
integration.
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Phase vs Frequency Measurements

LISA is a phasemeter. Measures the perturbation to the distance between two
stations (TDI - Time-Delay Interferometry).

A B

h
[2
⇡
f
(t
�

k̂
· x

/c
)]

<latexit sha1_base64="2jJO/4tBcTXHcm80zypXzsst854=">AAACCHicbVBLS8NAGNzUV62vqEcvi0VoD9akCnosevFYwT6gCWWz2TRLNw92v4gl5A948a94EfGi4Mm/4L8xaXtpdWBhmJlld8aJBVdgGD9aaWV1bX2jvFnZ2t7Z3dP3D7oqSiRlHRqJSPYdopjgIesAB8H6sWQkcATrOeObwu89MKl4FN7DJGZ2QEYh9zglkEtDve4PmlbMsVeD0xRbjoctnwAeZxZ1I8BpoTxmZ7RuD/Wq0TCmwH+JOSdVNEd7qH9bbkSTgIVABVFqYBox2CmRwKlgWcVKFIsJHZMRS6dFMnySSy72IpmfEPBUXciRQKlJ4OTJgICvlr1C/M8bJOBd2SkP4wRYSGcPeYnAEOFiFexyySiISU4IlTz/IaY+kYRCvl0lr24uF/1Lus2Ged5o3l1UW9fzEcroCB2jGjLRJWqhW9RGHUTRM3pFH+hTe9JetDftfRYtafM7h2gB2tcvDtaX3w==</latexit>

DA!B , ⌫
<latexit sha1_base64="IukFjd7M4KvMo1w9lh1X9JwNRDA=">AAAB7nicbVDLSsNAFL2pr1ofjbp0M1gEF1KSKuiyVhcuK9gHNCVMppN26GQSZiZCCf0NNyJuFPwUf8G/cdpm09YDA4dzznDvuUHCmdKO82sVNja3tneKu6W9/YPDsn103FZxKgltkZjHshtgRTkTtKWZ5rSbSIqjgNNOML6f+Z0XKhWLxbOeJLQf4aFgISNYG8m3yw9+dufpGDWml8gTqW9XnKozB1onbk4qkKPp2z/eICZpRIUmHCvVc51E9zMsNSOcTkteqmiCyRgPaTZfd4rOjTRAYSzNExrN1aUcjpSaRIFJRliP1Ko3E//zeqkOb/sZE0mqqSCLQWHKkak3644GTFKi+cQQTCQzGyIywhITbS5UMtXd1aLrpF2rulfV2tN1pd7Ij1CEUziDC3DhBurwCE1oAYEU3uATvqzEerXerY9FtGDlf05gCdb3Hzg6jfg=</latexit>

Phase change:

δDA→B ∼ c
∫ tB
tA

h dt ∼ c h/f

Frequency change (Doppler):

dDA→B
dt

∼ ∆ν/ν ∼ h

LISA uses TDI because it cannot compare frequencies between stations - local
oscillator (”clock”) is not stable enough leading to overwhelming laser
frequency noise.
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GW Observation with space clocks?

Lab-based optical lattice atomic clocks routinely reach 10−19 relative
frequency stability.

This raw sensitivity is sufficient to measure astrophysical GWs if it can be
integrated on to the required frequencies.

Measuring the Doppler shift directly may have significant advantages for
the same technology and scale of e.g. LISA.

Phase:
dp ∼ sp + np

Frequency:
dν ∼ sν + nν

Strain:
h ∼ dν − nν ∼ (dp − np)f
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GW Observations with space clocks

Kolkowitz et al., PRD 94, 124043 (2016)
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GW Observations with cold atoms
O. Buchmueller, Cold atom group, Imperial College

32/36



Observational Landscape SGWB Statistics Practical Challenges & Prospects New Ideas

Fundamental physics with cold atoms in space?

Badurina et al. 2020 Atom interferometry: MAGIS
(US), AION (UK/EU?), AEDGE
(SPACE?).

Phase or frequency
measurements?

“Tunable” target frequency range.

Anisotropies: higher angular
resolution cf. LISA.

Other tests of GR (scalar and
vector modes of time dependent
metric perturbations).
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Astrometry x Timing residuals

Golat & CC 2022 8

Astrometric deflections

0 µas 0.002 µas|�nI(t)|

Timing residuals

0 ns 250 ns|rI(t+ ⌧)|

FIG. 1. Realisations of astrometric deflection (at time t) and redshift (at time t + ⌧) responses to an SGWB of cosmological
origin (with spectral index � = 0) and ⌦gw(f0 = 50 Hz) = 10�8 produced using the HEALPix package. The time lag ⌧ = 43 weeks
between the maps has been chosen to emphasise the cross-correlation.

how the di↵erent correlations are sourced by the parity
of the underlying GW polarisations which are analogous
to their CMB counterparts.

For example, using Eqs. (62a)–(62d), we can easily in-
fer which unique signatures in the overlap reduction func-
tions would be produced by a chiral GW background with
parity-violating modes CTB

` and CEB
` .

The spectra CEE
` and CBB

` were calculated in [27] for
tensorial, vectorial and scalar polarisations using the for-
malism introduced by O’Beirne and Cornish [30]. In fact,
all spectra can be calculated as simple scaling laws in
multipole ` a priori.

For tensorial polarisations, power spectra will be zero
for multipoles lower than a quadrupole, leaving

CTT
`�2 = 2⇡ 2N`

2, (63)

CTE
`�2 =

4⇡p
`(`+ 1)

2N`
2, (64)

CEE
`�2 = CBB

`�2 =
8⇡

`(`+ 1)
2N`

2 . (65)

Notice that the angular spectra do not contain any in-
formation about the SGWB amplitude but only on the
anisotropic correlation induced by the observables. The
overall normalisation of the correlation patterns is pro-
vided by the spectral density Sh(f) in Eq. (9) (see Ap-
pendix A).

It is easy to check (see Table I in Appendix C) that
Eq. (65) is the same as the C` presented in Mihaylov
et al. [27] up to a factor of two.10 They also possess the
same `-scaling as in the case of monochromatic waves.
As discussed in Roebber and Holder [24] for PTAs, this

10 This factor is just a convention. In Mihaylov et al. [27] they use
�ij = �+

ij + �⇥
ij while we use average �ij = (�+

ij + �⇥
ij )/2.

is to be expected. Also note that unlike in the case of
monochromatic waves, the parity-violating modes CTB

`
and CEB

` vanish.
For completeness, we also include the remaining, non-

Einsteinian polarisations. For the vectorial longitudinal
polarisations, we have

CTT
`�1 = 2⇡

✓
1 � 8

9
�`1

◆
1N`

2, (66)

CTE
` =

2⇡p
`(`+ 1)

✓
1 � 10

9
�`1

◆
1N`

2, (67)

CEE
` = CBB

` =
2⇡

`(`+ 1)

✓
1 � 8

9
�`1

◆
1N`

2, (68)

for the scalar transverse mode we have

CTT
` = ⇡

✓
�`1
9

+ �`0

◆
, (69)

CTE
` =

2⇡p
`(`+ 1)

�`1
9

, (70)

CEE
` =

4⇡

`(`+ 1)

�`1
9

, (71)

and for scalar longitudinal mode we have

CEE
` =

2⇡

`(`+ 1)

✓
1 � 8

9
�`1

◆
. (72)

For the longitudinal polarisation in the distant star limit,
closed-forms of �zz(⇥) and �z✓(⇥) do not exist [26, 41].11

For this reason, there is no CTT
` or CTE

` . In the more

11 We believe this is why the method in Mihaylov et al. [27],
O’Beirne and Cornish [30] to obtain CEE

` for the longitudinal
polarisation fails.
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FIG. 4. Frequentist analytic sensitivity curves for an astro-
metric survey (AMS) and pulsar timing array (PTA). All
curves assume observation of 5 years measured fortnightly.
The PTA sensitivity curve is included for reference and is as-
sumed to be made of 36 pulsars with the rms error in the
timing-residuals of 100 ns [45], whereas the astrometry curve
assumes 106 stars with measurement noise of 10 µas.

domain. We then look at two limits; the high frequency
limit (ft � 1), which we use to find hHIGH

c (f) and the
low frequency limit (ft ⌧ 1) in which we expand the in-
tegrand (Eq. (15) in Moore et al. [45]) and take the con-
tribution of order O(f3t3) to find hLOW

c (f). We combine
these two which are equivalent to their Eqs. (14) and (16)
to get

hc(f) ⇡ hLOW
c (f) + hHIGH

c (f)

⇡ �

�

r
%ij�t

T


16f2ij

3(N2
? � N? )

�1/4
 

1 +
f3
p

f3

!
, (80)

where fp is frequency at which hLOW
c (fp) = hHIGH

c (fp)
and it is also chosen to be 2/T . We show the monochro-
matic sensitivity curves in Fig. 4 alongside those for an
SGWB. The frequency dependence for astrometric ob-
servations, in this case, is flat and this increases the ad-
vantage of astrometric observations even further. Our
baseline assumption of N? = 106 at 10 µas is a conser-
vative one. An ambitious goal of N? ⇠ 109 at a similar
resolution at a sampling rate of 10�5 Hz would o↵er an
interesting level of sensitivity in a frequency band that is
complementary to other detection methods.

VI. DISCUSSION

We have introduced a polarisation-like complex spin-s
field description of “astrochronometric” observables on
the sphere. This setup enables the analysis of the sphere

using the spin-weighted harmonics formalism in anal-
ogy with the polarisation of the CMB. This formalism
can be used to derive compact forms of the harmonic
cross-spectra of observables sourced by any polarisation
components of GWs. The formalism also allows a sim-
plified relationship between the angular power spectra
and coordinate domain correlation functions as shown in
Eqs. (62a)–(62d). These relationships have proven to be
very useful in the analysis of CMB observations which ne-
cessitate robust estimation of correlations in polarisation
patterns in both coordinate and harmonic domains.

The introduction of a spin-s description enables us to
easily create realisations of the sky in both timing and
deflection observables. This will be of use in assessing
the feasibility of observational strategies and the devel-
opment of robust estimation tools for future data sets.
This application relies on a mature infrastructure devel-
oped over several decades for analysis, simulation, and
visualisation of polarised CMB observations.

A key advantage of our formalism is that it makes the
connection between the spin of GW polarisation and the
nature of the resulting anisotropies explicit. We see di-
rectly how di↵erent Einsteinian and non-Einsteinian po-
larisations source `  2 di↵erently and how vectorial po-
larisations induce specific correlations in the observables.
If astrochronometric observations were to become accu-
rate enough, the search for the tell-tale presence of GW-
induced dipole components might provide constraints on
departures from GR. Challenges remain, however. The
presence of a kinematic dipole due to the observer’s mo-
tion relative to the cosmological rest frame, along with
higher multipoles due to acceleration, may prove to be
an insurmountable obstacle. We leave for future work a
calculation of SNR for individual multipoles to constrain
individual polarisations.

We have also presented an estimate of signal-to-noise
ratio statistics for astrometry. Our results show that as-
trometric observations, and their correlations with timing
observations, may provide a complementary window in
frequency to a PTA–style analysis. The possibility here
is that a fast scan strategy at current levels of angular
resolution may provide interesting constraints at frequen-
cies 10�6 Hz to 10�5 Hz that are between the PTA and
LISA windows.
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Appendix A: Realisations of the sky

We summarise how the lagged cross-correlations be-
tween deflection and timing residual signals are related
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Astrometry x Timing residuals

12

to the frequency domain spectra of the underlying grav-
itational wave backgrounds.

Let us assume we observe a set of N? stars. For every
star I at each epoch t we have a timing residual, rI(t),
and astrometric deflection, �nI,̂ı(t). We combine these
to a vector hI,i(t) = (rI(t), �nI,̂ı(t))

| and cross-correlate

(hI,i ? hJ,j) (⌧) = hhI,i(t)hJ,j(t + ⌧)i
= Tij(⌧)�ij(⇥IJ), (A1)

where in the last line we have separated the correlation
into angular �ij (⇥IJ) and temporal Tij(⌧) parts. The
correlation structure that is normally considered in an-
gular separation is also reflected in the temporal corre-
lations for di↵erent lags ⌧ . We show both correlations
in Figs. 5 and 6. Notice how the cross-correlation of
timing residuals with deflections is odd with respect to
the lag and that, in general, the amplitude of the cross-
correlation will depend on the lag along with the total
integration time which sets the e↵ective frequency high-
pass (see below).

Thanks to the property of cross-correlation and Fourier
transform, F{f ? g} = F{f}F{g}, we can find what
the temporal correlations are from correlations in Fourier
space that are

hh̃I,i(f)h̃⇤
J,j(f

0)i =
1

2
� (f � f 0) Sh(f)�̄IJ,ij(f) , (A2)

�̄IJ,ij(f) =
(�i)i(i)j

(2⇡f)ij
�ij(⇥IJ) , (A3)

where i = �ir and ij = i + j are exponents coming
from the the fact that the timing residual is an integrated
redshift. We can use Tij(⌧) as a physical scaling of our
C`, which we can use to plot maps of realisations of rI(t)
and �nIı̂(t � ⌧) in the sky (see Fig 1). This scaling is

Tij(⌧) = Re

(Z 1/�t

1/T

df e�2⇡if⌧Sh(f)
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,

where we have introduced the generalised exponential in-
tegral

En(z) =

Z 1

1

e�z⌫

⌫n
d⌫ . (A5)

Appendix B: Polarisation basis

For completeness, we include a summary of the polari-
sation conventions used as there are a number of di↵erent
conventions adopted in the literature.
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Given any orthonormal coordinate system x, y, z we
can find a frame associated with spherical coordinates at
point r = (r,#,')| as follows

êr(r) = r̂, ê'(r) =
ẑ ⇥ r̂

|ẑ ⇥ r̂| , ê#(r) = ê'(r) ⇥ r̂. (B1)

This vector frame can be used to define a complete set of
six polarisation basis tensors for any general polarisation.
We can sort them into tensorial modes

e+
ab(k̂) = ê#a ê#b � ê'a ê'b , e⇥ab(k̂) = ê#a ê'b + ê'a ê✓b , (B2)

vectorial modes

eX
ab(k̂) = ê#a êr

b + êr
aê#b , eY

ab(k̂) = ê'a êr
b + êr

aê'b , (B3)

and scalar modes

eS
ab(k̂) = ê#a ê#b + ê'a ê'b , eL

ab(k̂) =
p

2êr
aêr

b . (B4)
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to the frequency domain spectra of the underlying grav-
itational wave backgrounds.

Let us assume we observe a set of N? stars. For every
star I at each epoch t we have a timing residual, rI(t),
and astrometric deflection, �nI,̂ı(t). We combine these
to a vector hI,i(t) = (rI(t), �nI,̂ı(t))

| and cross-correlate

(hI,i ? hJ,j) (⌧) = hhI,i(t)hJ,j(t + ⌧)i
= Tij(⌧)�ij(⇥IJ), (A1)

where in the last line we have separated the correlation
into angular �ij (⇥IJ) and temporal Tij(⌧) parts. The
correlation structure that is normally considered in an-
gular separation is also reflected in the temporal corre-
lations for di↵erent lags ⌧ . We show both correlations
in Figs. 5 and 6. Notice how the cross-correlation of
timing residuals with deflections is odd with respect to
the lag and that, in general, the amplitude of the cross-
correlation will depend on the lag along with the total
integration time which sets the e↵ective frequency high-
pass (see below).

Thanks to the property of cross-correlation and Fourier
transform, F{f ? g} = F{f}F{g}, we can find what
the temporal correlations are from correlations in Fourier
space that are
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where i = �ir and ij = i + j are exponents coming
from the the fact that the timing residual is an integrated
redshift. We can use Tij(⌧) as a physical scaling of our
C`, which we can use to plot maps of realisations of rI(t)
and �nIı̂(t � ⌧) in the sky (see Fig 1). This scaling is

Tij(⌧) = Re

(Z 1/�t

1/T

df e�2⇡if⌧Sh(f)
(�i)i(i)j

(2⇡f)ij

)

(A4)

=
6H2

0

(2⇡)2+ij

⌦gw (f0)

f�0

⇥ Re
n

tij��+2 Eij��+3

⇣
2⇡i

⌧

t

⌘
(�i)i(i)j

o ���
�t

t=T
,

where we have introduced the generalised exponential in-
tegral

En(z) =

Z 1

1

e�z⌫

⌫n
d⌫ . (A5)

Appendix B: Polarisation basis

For completeness, we include a summary of the polari-
sation conventions used as there are a number of di↵erent
conventions adopted in the literature.
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FIG. 5. Tensorial normalised angular correlations �zz (blue
solid line), �z✓ (orange dashed line) and �✓✓ = ��� (green
dash-dotted and red dotted lines). Markers represent the cor-
relations sampled in the realisations shown in Fig. 1.
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FIG. 6. Normalised temporal correlations with � = 0,
T = 5 years and �t = 14 days for residual–residual Trr (blue
solid line), residual–deflection Tr✓ (orange dashed line) and
deflection–deflection T✓✓ = T�� (green dash-dotted and red
dotted lines).

Given any orthonormal coordinate system x, y, z we
can find a frame associated with spherical coordinates at
point r = (r,#,')| as follows

êr(r) = r̂, ê'(r) =
ẑ ⇥ r̂

|ẑ ⇥ r̂| , ê#(r) = ê'(r) ⇥ r̂. (B1)

This vector frame can be used to define a complete set of
six polarisation basis tensors for any general polarisation.
We can sort them into tensorial modes

e+
ab(k̂) = ê#a ê#b � ê'a ê'b , e⇥ab(k̂) = ê#a ê'b + ê'a ê✓b , (B2)

vectorial modes

eX
ab(k̂) = ê#a êr

b + êr
aê#b , eY

ab(k̂) = ê'a êr
b + êr

aê'b , (B3)

and scalar modes

eS
ab(k̂) = ê#a ê#b + ê'a ê'b , eL

ab(k̂) =
p

2êr
aêr

b . (B4)

Golat & CC 2022

Generalised Hellings-Down angular correlations.

...and time-lagged correlations.
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Summary

Great prospects for characterisation of SWGBs over big range in
frequency.

LISA: significant real-world challenges - separation of stochastic
components/residuals will be difficult. Exploit both frequency and
angular structure.

Angular resolution will improve with addition of baselines to ground-based
network (but still ∼ 10 degrees at current frequencies).

Long-baseline in space (∼ 1 degree?)

Cold atoms?
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