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Outline / challenges
1. stochas:c GW backgrounds in the LIGO-Virgo-KAGRA band are weak 
2. detector noise is not sta:onary 
3. detector noise is not Gaussian 
4. poten:al contamina:on from correlated noise
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- Discuss above in the context of LVK O3 stochas:c search for an isotropic GWB 
-Won’t talk about anisotropy or new methods (Jishnu’s and Vuk’s talks) 
-Won’t talk about 3G detectors e.g., Cosmic Explorer, Einstein Telescope (Angelo’s talk)
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Ground-based interferometers LISA

km-long arms million km-long arms

arm length << GW wavelength  
(“long wavelength approx”)

arm length ~ GW wavelength at high frequencies

trivial :ming response to GWs non-trivial :ming response to GWs

noise dominated
signal dominated  

(galac:c DWD is guaranteed stochas:c foreground)

currently just backgrounds (no foregrounds) both backgrounds and foregrounds

detector noise es:mated from auto-power detector noise inferred as part of the analysis

cross correlate data from mul:ple detectors cross correla:on not feasible (only one LISA)

“local fit”: separate searches for individual sources “global fit”

hybrid frequen:st-Bayesian analyses Bayesian inference

poten:ally fix problems with instrument (on Earth) can’t go to LISA to fix problems



Global network of ground-based detectors
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Network of Terrestrial 
Detectors
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LLO Virgo

GEO600
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3G: Cosmic Explorer 3G: Einstein Telescope

[credit: Vuk Mandic]
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Figure 1. An overview of potential GWB signals across the frequency spectrum. The light blue
curve shows the prediction for single-field slow-roll inflation with a canonical kinetic term, with tensor-
to-scalar ratio r0.002 = 0.1 [52]. The pink curve shows a GWB from Nambu–Goto cosmic strings, using
“model 2” of the loop network, with a dimensionless string tension of Gµ = 10�11 [53]. The brown curve
shows a GWB from inspiralling supermassive BBHs, with the amplitude and shaded region shown here
corresponding to the common noise process in the NANOGrav 12.5-year data set [54]. The two grey
curves show GWBs generated by first-order phase transitions at the electroweak scale (⇠200 GeV) and
the QCD scale (⇠200 MeV), respectively [55]. The yellow curve shows a GWB generated by stellar-mass
compact binaries, based on the mass distributions and local merger rates inferred by LVK detections [56].
The dashed curves show various observational constraints, as described further in Section 5 (this in-
cludes the PPTA constraint, which intersects the possible NANOGrav SMBBH signal); the dotted curve
shows the integrated constraint from measurements of Neff, which cannot be directly compared with the
frequency-dependent constraint curves but is shown here for indicative purposes.

which is imprinted in the measured strain. Note that this measurement includes non-negligible
selection effects, as qualitatively different backgrounds contribute from different redshift shells
and from different directions.

In this section, we review both astrophysical and cosmological GWBs, providing the
necessary background for the targeted searches discussed in Section 5. We also comment on
the observational properties of the signal which are essential to understand when building an
optimal search method. The various sources are also summarised in Figure 1, which includes
the sensitivity of several GW detection efforts for reference.

3.1. Astrophysical Backgrounds
Astrophysical GWBs are the collection of all GWs generated by astrophysical processes

which are individually unresolved by your GW detector. These can be either individual
subthreshold signals, or they can be so numerous that they add up incoherently and form a
continuous signal in the timestream.

Perhaps the most studied signal in the literature is a background sourced by a collection of
inspiralling and merging compact binary systems. These include black hole binaries, neutron
star binaries, white dwarf binaries, and systems counting a mixed pair of these objects. Black
hole binaries in particular are a vast category of sources, as the mass of each black hole in

[credit: 2202.00178]

Some poten0al GWB signals
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O3 informa0on
• Data taken by LIGO Hanford, LIGO 

Livingston, and Virgo detectors 

• O3 split into two parts: 
-O3a: 1 Apr 2019 - 1 Oct 2019 (6 months) 

-O3b: 1 Nov 2019 - 27 Mar 2020 (~5 months) 

• Total live :me (before data quality cuts): 
-HL: 205.4 days  

-HV: 187.5 days 

- LV: 195.4 days 

• “Flagship” search: unpolarized, isotropic, 
power-law  

-  for cosmological backgrounds 

-  for binary inspiral 

-  for ``generic” source (white strain noise)

Ωgw( f ) = Ωref( f/fref)α

α = 0
α = 2/3
α = 3
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[credit: hnp://gwosc.org/O3/o3speclines]

fref = 25 Hz



Challenge 1: GWB signal is weak rela0ve to noise

• in LVK band, amplitude of GWB << noise, unlike 
LISA or PTA searches for GWBs 

• an op:mal analysis should model GWB 
contribu:on to auto-power, BUT… 
- for a weak GWB, cross-power and es:mates of auto-

power are “sufficient sta:s:cs”  

- cross-correla:on allows one to ``dig down” below noise 

• weak-signal approx may break down for searches 
for interminent GWBs (segment SNR ~ 1) 
-might need to model GWB contribu:on to auto-power 

es:mates 
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Figure 1. An overview of potential GWB signals across the frequency spectrum. The light blue
curve shows the prediction for single-field slow-roll inflation with a canonical kinetic term, with tensor-
to-scalar ratio r0.002 = 0.1 [52]. The pink curve shows a GWB from Nambu–Goto cosmic strings, using
“model 2” of the loop network, with a dimensionless string tension of Gµ = 10�11 [53]. The brown curve
shows a GWB from inspiralling supermassive BBHs, with the amplitude and shaded region shown here
corresponding to the common noise process in the NANOGrav 12.5-year data set [54]. The two grey
curves show GWBs generated by first-order phase transitions at the electroweak scale (⇠200 GeV) and
the QCD scale (⇠200 MeV), respectively [55]. The yellow curve shows a GWB generated by stellar-mass
compact binaries, based on the mass distributions and local merger rates inferred by LVK detections [56].
The dashed curves show various observational constraints, as described further in Section 5 (this in-
cludes the PPTA constraint, which intersects the possible NANOGrav SMBBH signal); the dotted curve
shows the integrated constraint from measurements of Neff, which cannot be directly compared with the
frequency-dependent constraint curves but is shown here for indicative purposes.

which is imprinted in the measured strain. Note that this measurement includes non-negligible
selection effects, as qualitatively different backgrounds contribute from different redshift shells
and from different directions.

In this section, we review both astrophysical and cosmological GWBs, providing the
necessary background for the targeted searches discussed in Section 5. We also comment on
the observational properties of the signal which are essential to understand when building an
optimal search method. The various sources are also summarised in Figure 1, which includes
the sensitivity of several GW detection efforts for reference.

3.1. Astrophysical Backgrounds
Astrophysical GWBs are the collection of all GWs generated by astrophysical processes

which are individually unresolved by your GW detector. These can be either individual
subthreshold signals, or they can be so numerous that they add up incoherently and form a
continuous signal in the timestream.

Perhaps the most studied signal in the literature is a background sourced by a collection of
inspiralling and merging compact binary systems. These include black hole binaries, neutron
star binaries, white dwarf binaries, and systems counting a mixed pair of these objects. Black
hole binaries in particular are a vast category of sources, as the mass of each black hole in
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Figure 1. An overview of potential GWB signals across the frequency spectrum. The light blue
curve shows the prediction for single-field slow-roll inflation with a canonical kinetic term, with tensor-
to-scalar ratio r0.002 = 0.1 [52]. The pink curve shows a GWB from Nambu–Goto cosmic strings, using
“model 2” of the loop network, with a dimensionless string tension of Gµ = 10�11 [53]. The brown curve
shows a GWB from inspiralling supermassive BBHs, with the amplitude and shaded region shown here
corresponding to the common noise process in the NANOGrav 12.5-year data set [54]. The two grey
curves show GWBs generated by first-order phase transitions at the electroweak scale (⇠200 GeV) and
the QCD scale (⇠200 MeV), respectively [55]. The yellow curve shows a GWB generated by stellar-mass
compact binaries, based on the mass distributions and local merger rates inferred by LVK detections [56].
The dashed curves show various observational constraints, as described further in Section 5 (this in-
cludes the PPTA constraint, which intersects the possible NANOGrav SMBBH signal); the dotted curve
shows the integrated constraint from measurements of Neff, which cannot be directly compared with the
frequency-dependent constraint curves but is shown here for indicative purposes.

which is imprinted in the measured strain. Note that this measurement includes non-negligible
selection effects, as qualitatively different backgrounds contribute from different redshift shells
and from different directions.

In this section, we review both astrophysical and cosmological GWBs, providing the
necessary background for the targeted searches discussed in Section 5. We also comment on
the observational properties of the signal which are essential to understand when building an
optimal search method. The various sources are also summarised in Figure 1, which includes
the sensitivity of several GW detection efforts for reference.

3.1. Astrophysical Backgrounds
Astrophysical GWBs are the collection of all GWs generated by astrophysical processes

which are individually unresolved by your GW detector. These can be either individual
subthreshold signals, or they can be so numerous that they add up incoherently and form a
continuous signal in the timestream.

Perhaps the most studied signal in the literature is a background sourced by a collection of
inspiralling and merging compact binary systems. These include black hole binaries, neutron
star binaries, white dwarf binaries, and systems counting a mixed pair of these objects. Black
hole binaries in particular are a vast category of sources, as the mass of each black hole in
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Figure 1. An overview of potential GWB signals across the frequency spectrum. The light blue
curve shows the prediction for single-field slow-roll inflation with a canonical kinetic term, with tensor-
to-scalar ratio r0.002 = 0.1 [52]. The pink curve shows a GWB from Nambu–Goto cosmic strings, using
“model 2” of the loop network, with a dimensionless string tension of Gµ = 10�11 [53]. The brown curve
shows a GWB from inspiralling supermassive BBHs, with the amplitude and shaded region shown here
corresponding to the common noise process in the NANOGrav 12.5-year data set [54]. The two grey
curves show GWBs generated by first-order phase transitions at the electroweak scale (⇠200 GeV) and
the QCD scale (⇠200 MeV), respectively [55]. The yellow curve shows a GWB generated by stellar-mass
compact binaries, based on the mass distributions and local merger rates inferred by LVK detections [56].
The dashed curves show various observational constraints, as described further in Section 5 (this in-
cludes the PPTA constraint, which intersects the possible NANOGrav SMBBH signal); the dotted curve
shows the integrated constraint from measurements of Neff, which cannot be directly compared with the
frequency-dependent constraint curves but is shown here for indicative purposes.

which is imprinted in the measured strain. Note that this measurement includes non-negligible
selection effects, as qualitatively different backgrounds contribute from different redshift shells
and from different directions.

In this section, we review both astrophysical and cosmological GWBs, providing the
necessary background for the targeted searches discussed in Section 5. We also comment on
the observational properties of the signal which are essential to understand when building an
optimal search method. The various sources are also summarised in Figure 1, which includes
the sensitivity of several GW detection efforts for reference.

3.1. Astrophysical Backgrounds
Astrophysical GWBs are the collection of all GWs generated by astrophysical processes

which are individually unresolved by your GW detector. These can be either individual
subthreshold signals, or they can be so numerous that they add up incoherently and form a
continuous signal in the timestream.

Perhaps the most studied signal in the literature is a background sourced by a collection of
inspiralling and merging compact binary systems. These include black hole binaries, neutron
star binaries, white dwarf binaries, and systems counting a mixed pair of these objects. Black
hole binaries in particular are a vast category of sources, as the mass of each black hole in

[credit: 2202.00178]

Some poten0al GWB signals

5

Ωgw( f ) ≡ 1
ρc

dρgw

d ln f

Power-law 
integrated  
sensi:vity curves

ΩPI( f ) ≡ maxα Ωgw( f )

Ωgw( f ) ≡ Ωα ( f
fref )

α

BBNS (integrated  constraint)
LVK O3

LISA

PTA

CMB

Stellar-mass 
BBH, BNS, 
NSBH

EW FOPTQCD FOPT

cosmic strings

infla:on



Cross-correla0on: basic idea
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common GW signal component

d1 = R1 h + n1

d2 = R2 h + n2

Data from two detectors:

⟨C12⟩ = R1R2⟨h2⟩ = γ12Sh

Assuming detector noise is uncorrelated:

Expected value of cross-correla:on:

⟨C12⟩ = ⟨d1d2⟩ = R1R2⟨h2⟩ + R1⟨hn2⟩ + R2⟨n1h⟩ + ⟨n1n2⟩ = R1R2⟨h2⟩ + ⟨n1n2⟩
0 0



Hybrid frequen0st-Bayesian analysis for weak GWBs
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Cross and auto-power  
es:mates for detectors I, J: PI(t; f ) =

2
T

| d̃I(t; f ) |2CIJ(t; f ) =
2
T

Re[d̃*I (t; f )d̃J(t; f )]

Es:mator of  and  
its variance (weak-signal):

ΩGW( f )

S0( f ) =
3H2

0

10π2f 3

Ω̂GW,IJ(t; f ) =
CIJ(t; , f )

γIJ( f )S0( f )
σ2

GW,IJ(t; f ) ≈
1

2TΔf
PI(t; f )PJ(t; f )

γ2
IJ( f )S2

0( f )

Likelihood func:on 
for model :ΩGW( f ) p(Ω̂GW,IJ( f ) | ⃗λ ) ∝ exp −

1
2 ∑

IJ
∑

f

(Ω̂GW,IJ( f ) − Ωmodel( f | ⃗λ ))
2

σ2
GW,IJ( f )

Ω̂GW,IJ( f ) =
∑t ΩGW,IJ(t; f )/σ2

GW,IJ(t; f )

∑t 1/σ2
GW,IJ(t; f )

1
σ2

GW,IJ( f )
= ∑

t

1
σ2

GW,IJ(t; f )where



Overlap func0ons for cross-correlated data
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- overlap func:ons reduce frequency band where most of the SNR is accumulated 
- extent of sensi:ve frequency band depend on spectral index:  
-20-100 Hz for ; 20-100 Hz for ; 20-400 Hz for α = 0 α = 2/3 α = 3

CIJ( f ) = γIJ( f )Sh( f ) where γIJ( f ) =
5

8π ∑
A

∫ d ̂k FA
I ( ̂k)FA

J ( ̂k)e−i2πf ̂k⋅( ⃗x I− ⃗x J)



Challenge 2: detector noise is not sta0onary
• interferometers are non-sta:onary on ~ minutes :me scale 
-break year-long observa:on into short dura:on segments (192 s for O3) 

- compare es:mated power spectra in neighboring segments with that in analysis segment 

- reject segment if 

• effec:ve at removing noisy segments 

• lose ~20% of available live-:me from -cut: 
-17.9% for HL 

-22.1% for HV 

-21.9% for LV

Δσ
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|Δσ |
σ

≡
|σneighbor − σanalysis |

σanalysis
> 0.20

20

Figure 8. Left: Absolute value of the SNR spectrum as a function of frequencies. Right: Sigma spectrum as a function of
frequency.

Figure 9. Left: Point estimate, sigma and deviates �SNRi as a function of time before the delta-sigma cut (red) and after
the cut (blue). Right: Distribution of the deviates �SNRi as a function of time before the delta-sigma cut (red) and after the
cut (blue).

[credit: 2303.15696]

ΔSNRi =
Ω̂i − Ωopt

σi



Challenge 3: detector noise is not Gaussian
• power from strong “lines” (nx60 Hz, calibra:on, 

violin modes, …) may leak into nearby freq bins 
-Hann window data, 50% overlap 

-notch lines in frequency domain  

-O3: lose 3.2% HL, 9.3% HV, 5.9% LV of freq band <300 Hz 

• large glitches in LHO, LLO were an issue for O3: 
-  cut removes more than 50% of segments!! 

- “ga:ng” required (notch bad data with inv Tukey window) 

- ga:ng bad data leads to loss of only 0.4% of data for LHO, 
1% for LLO (not needed for Virgo) 

- ga:ng doesn’t introduce spurious correla:ons  

• new features oven arise with each observing run!!

Δσ
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B. Windowing

In taking the discrete Fourier transform of the raw 90-sec
data segments, care must be taken to limit the spectral leak-
age of large, low-frequency components into the sensitive
band. In general, some combination of high-pass filtering in
the time domain, and windowing prior to the Fourier trans-
form can be used to deal with spectral leakage. In this analy-
sis we have found it sufficient to apply an appropriate win-
dow to the data.
Examining the dynamic range of the data helps establish

the allowed leakage. Figure 1 shows that the lowest instru-
ment noise around 60 Hz is approximately 10!19/!Hz !for
L1". While not shown in this plot, the rms level of the raw
data corresponds to a strain of order 10!16, and is due to
fluctuations in the 10–30-Hz band. Leakage of these low-
frequency components must be at least below the sensitive
band noise level; e.g., leakage must be below 10!3 for a
30-Hz offset. A tighter constraint on the leakage comes when
considering that these low-frequency components may be
correlated between the two detectors, as they surely will be
at some frequencies for the two interferometers at LHO, due
to the common seismic environment. In this case the leakage
should be below the predicted stochastic background sensi-
tivity level, which is approximately 2.5 orders of magnitude
below the individual detector noise levels for the LHO
H1-H2 case. Thus, the leakage should be below 3"10!6 for
a 30-Hz offset.
On the other hand, we prefer not to use a window that has

an average value significantly less than unity !and corre-
spondingly low leakage, such as a Hann window", because it
will effectively reduce the amount of data contributing to the
cross correlation. Provided that the windowing is sufficient
to prevent significant leakage of power across the frequency
range, the net effect is to multiply the expected value of the
signal-to-noise ratio by w1w2/!w12w22 #cf. Eqs. !5.7",!5.8"$.
For example, when w1 and w2 are both Hann windows,

this factor is equal to !18/35%0.717, which is equivalent to
reducing the data set length by a factor of 2. In principle one
should be able to use overlapping data segments to avoid this
effective loss of data, as in Welch’s power spectrum estima-
tion method. In this case, the calculations for the expected
mean and variance of the cross correlations would have to
take into account the statistical interdependence of the over-
lapping data.
Instead, we have used a Tukey window #39$, which is

essentially a Hann window split in half, with a constant sec-
tion of all 1’s in the middle. We can choose the length of the
Hann portion of the window to provide sufficiently low leak-
age, yet maintain a unity value over most of the window.
Figure 5 shows the leakage function of the Tukey window
that we use !a 1-sec Hann window with an 89-sec flat section
spliced into the middle", and compares it to Hann and rect-
angular windows. The Tukey window leakage is less than
10!7 for all frequencies greater than 35 Hz away from the
FFT bin center. This is 4 orders of magnitude better than
what is needed for the LHO-LLO correlations and a factor of
30 better suppression than needed for the H1-H2 correlation.

To explicitly verify that the Tukey window behaved as
expected, we re-analyzed the H1-H2 data with a pure Hann
window !see also Sec. VIII". The result of this re-analysis,
properly scaled to take into account the effective reduction in
observation time, was, within error, the same as the original
analysis with a Tukey window. Since the H1-H2 correlation
is the most prone of all correlations to spectral leakage !due
to the likelihood of cross-correlated low-frequency noise
components", the lack of a significant difference between the
pure Hann and Tukey window analyses provided additional
support for the use of the Tukey window.

C. Frequency band selection and discrete frequency
elimination

In computing the discrete cross-correlation integral, we
are free to restrict the sum to a chosen frequency region or
regions; in this way the variance can be reduced !e.g., by
excluding low frequencies where the detector power spectra
are large and relatively less stationary", while still retaining
most of the signal. We choose the frequency ranges by de-
termining the band that contributes most of the expected
signal-to-noise ratio, according to Eq. !4.11". Using the strain
power spectra shown in Fig. 1, we compute the signal-to-
noise ratio integral of Eq. !4.11" from a very low frequency
!a few Hz" up to a variable cutoff frequency, and plot the
resulting signal-to-noise ratio versus cutoff frequency !Fig.
6". For each interferometer pair, the lower band edge is cho-
sen to be 40 Hz, while the upper band edge choices are 314
Hz for LHO-LLO correlations !where there is a zero in the
overlap reduction function", and 300 Hz for H1-H2 correla-
tions !chosen to exclude &340-Hz resonances in the test
mass mechanical suspensions, which were not well resolved
in the power spectra".

FIG. 5. Leakage function for a rectangular window, a standard
Hann window of width 90 sec, and a Tukey window consisting of a
1-sec Hann window with an 89-sec flat section spliced into the
middle. The curves show the envelope of the leakage functions,
with a varying frequency resolution, so the zeros of the functions
are not seen.

ABBOTT et al. PHYSICAL REVIEW D 69, 122004 !2004"

122004-10

[credit: S1 stochas:c paper]



Example of gated vs non-gated data
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FIG. 1. Example of gating. Left panel: time series of 5s of Livingston data with and without gating applied, starting at April
16, 2019 22:47:21 UTC. A band-pass filter with knee frequencies 20 and 300 Hz has been applied to both time series. Right
panel: the ASD for a 16s segment containing the data on the left panel, with and without gating applied. We see that even
though the glitch is short compared to the duration of the segment, it leads to a large, broadband increase in the PSD. In
the stochastic search, due to the use of adjacent segments to estimate the PSD, the standard non-stationarity cut used in past
stochastic searches would remove up to three segments due to this single glitch. Therefore applying gating allows more data to
be analyzed, while only removing a small amount of data.

the stochastic background will be a↵ected by the gating
procedure. Because of the lack of correlation between
the times which are gated and the times containing a
CBC signal, the stochastic search for a CBC background
should then be una↵ected.

V. CONCLUSION

We conclude that a significant bias is not introduced
by gating in the stochastic searches. We also do not see
evidence that the gated data removes GW signals. We
therefore conclude that it is safe to run the stochastic
searches on gated data. This procedure improves the
stochastic search in O3; without gating, more than 50%

of the data is removed by the non-stationary cut, whereas
when gating is applied 17.9% is removed, which is com-
parable to the livetime lost in previous observing runs
[5, 6].

ACKNOWLEDGMENTS

The authors are grateful for computational resources
provided by the LIGO Laboratory and supported by
National Science Foundation Grants PHY-0757058 and
PHY-0823459. Numerical computations were performed
with the numpy [7] library, and plots with the matplotlib
[8] library.

[1] https://dcc.ligo.org/P2000314.
[2] https://dcc.ligo.org/T2000384/.
[3] S. A. Usman et al., Class. Quant. Grav. 33, 215004 (2016),

arXiv:1508.02357 [gr-qc].
[4] R. Abbott et al. (LIGO Scientific, Virgo), (2020),

arXiv:2010.14527 [gr-qc].
[5] B. P. Abbott et al. (LIGO Scientific Collaboration and

Virgo Collaboration), Phys. Rev. Lett. 118, 121101

(2017).
[6] B. Abbott et al. (LIGO Scientific Collaboration, Virgo

Collaboration), Phys. Rev. D 100, 061101 (2019),
arXiv:1903.02886 [gr-qc].

[7] T. Oliphant, Guide to NumPy (2006).
[8] J. D. Hunter, Computing in Science & Engineering 9, 90

(2007).

[credit: LIGO P2000546-v2]

6

20 30 40 50 60
f (Hz)

10�8

10�7

10�6

10�5

10�4

C
oh

er
en

ce

HL not gated

1/32 Hz coherence

Rolling average

Expected value (1/N)

20 30 40 50 60
f (Hz)

10�8

10�7

10�6

10�5

10�4 HL gated

FIG. 1. Coherence spectra for the HL baseline without (left panel) and with (right panel) gating applied. In both cases, we
have applied the non-stationarity cut described in the main text. We show the coherence spectrum at 1/32 Hz (the same
frequency resolution used for the isotropic search) as a gray line, a rolling average with a 1 Hz resolution as a blue line, and the
average value expected for uncorrelated, Gaussian noise which is given by 1 divided by the number of averages used to make
the coherence spectrum as a black dashed line. The gated coherence is consistent with the expectation from Gaussian noise,
while the spectrum without gating is not. Additionally, we see that more segments are used for averages in the gated spectrum
after applying the non-stationarity cut described in the text. This is because without gating, many segments are removed
due to a single glitch biasing the power spectrum estimate of the segment. Note that in this figure, we have not applied any
frequency notching; the large line visible at 33.2 Hz is due to a beat note in the calibration lines at both H1 and L1 arising
from non-linear couplings.

each baseline, and each week, we then multiply the cou-
pling functions for each detector by the magnetic cross-
correlation spectrum for that baseline, to form a bud-
get. We use the pair of directions that gives the largest
coherence. Studies based on shorter stretches of data
indicate that the coherence of the magnitude of the mag-
netic field can be up to a factor of two larger than the
coherence of the worst-case components; therefore to be
conservative we multiply the coherence in each detector
baseline by a factor of two. We combine the budgets
across baselines by using the error bars from the GW
channels as weights to account for the relative sensitivity
of each baseline, Ĉmag =

P
IJ wIJ(f)Ĉmag,IJ(f), where

wIJ(f) = (�IJ(f)/�(f))�2. We show an estimate of the
correlated magnetic noise compared to the O3 sensitiv-
ity curve in Figure 2, combining all three baselines. The
red band shows the range of budgets we obtain account-
ing for the combined weekly magnetic coupling function
measurements, as well as the overall factor of two un-
certainty in each detector’s coupling function described
above. The overall trend of the red band should be com-
pared with the O3 power-law integrated (PI) curve [96],
which shows the sensitivity of our search to power law
backgrounds, accounting for integration over frequency.
The black dotted line shows the upper range of the bud-
get. Narrowband features should be compared with �(f),

shown as a black solid line, which shows the sensitivity
to a GWB in every frequency bin. The measurements
at Hanford were sampled at a fine frequency resolution
due to the use of broadband injections with a large coil
[97]. This allowed us to see fine-grained features in the
coupling function, such as the broad resonances visible
between 80 Hz and 100 Hz in Figure 2. While the exact
origin of these resonances is presently unknown, they are
correlated with excess motion of test masses in the power
recycling cavity [98]. The final budget indicates that the
non-observation of correlated magnetic noise is expected
given the coupling function measurements.

IV. RESULTS

A. Upper Limits on the GWB

In Table I we report the point estimate and 1-� error
bar from O3 obtained from each baseline independently,
as well as combining all three baselines together with the
HL baseline results available from O1 and O2, using an
optimal filter for three di↵erent power law models

• ↵ = 0 approximately characterizes cosmic string
[22–26], and slow-roll inflation GWBs [38–40] in the
LIGO-Virgo frequency band.

[credit: O3 isotropic paper]

ΓIJ =
⟨ | d̃*I ( f )d̃j( f ) |2 ⟩

⟨ | d̃I( f ) |2 ⟩⟨ | d̃J( f ) |2 ⟩
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• global magne:c field fluctua:ons are 
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installed at each site 

• past analyses calculated magne:c noise 
budget  

• for O3, also calculated Bayes factor for 
“magne:c correla:on” model

14

Ω̂mag,IJ( f | ⃗λ ) =
2
T

|TI( f ) | |TJ( f ) |Re[m̃*I ( f )m̃J( f )]
γIJ( f )S0( f )

transfer func:on from  
magnetometer to GW channel
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FIG. 1. Map of all GLD360 lightning strokes during the week of Sept 23, 2019. Red (black) marks are events that did
(not) align with HL coincident triggers. The presence of coincident events highlights North America as the primary
sensitivity region.

FIG. 2. Distribution of global lightning stroke currents
reported in GLD360. Grey distribution shows the cur-
rent distribution of all lighting strokes in GLD360 not
matched to an HL coincident trigger (corresponding to
black locations on Fig 1). Red distribution shows the
current distribution of lightning strokes that were co-
incident with HL coincident triggers (corresponding to
red locations on Fig 1). The dip at 0 in the matched
strokes is likely due to lower current strokes not generat-
ing strong enough fields to be witnessed by magnetome-
ters at both LIGO sites.

radius circle, centered on the same point (far enough
to reach to Europe). All GLD360-informed vetoes
had durations less than 0.06s. To show that remov-
ing magnetic events is the cause of the reduced co-
herence, we also applied the same number of triggers
randomly to the data and recalculated the coher-
ence. The results are shown in the bottom plot of
Fig. 7, and we see little to no reduction in the co-
herence.

The top plot in Fig. 7 shows the reduction in co-

FIG. 3. Timeseries of a lightning stroke witnessed by
magnetometers oriented along the X-arms of each LIGO
site. The blue solid line is LLO, and red dashed line is
LHO. This is a lightning-coincident trigger linked to a
lightning stroke in the Caribbean Sea. 60Hz mains lines
were removed here.

herence as a function of the lightning vetoes used.
HL coincident triggers accounted for 0.7% of the
globally detected lightning during this time, and
represent removing about 7.5% of the observation
time. GLD360 strokes in the 4000 km radius circle
accounted for 21.8% of globally detected lightning,
and the vetoes removed 37.4% of the observation
time. The GLD360 strokes in the 10000 km radius
circle accounted for 44.9% of global lightning, and
the vetoes removed 70.9% of the observation time.
Massively increasing the amount of lightning vetoed
does reduce the coherence by over an order of mag-
nitude but also removes the majority of the obser-
vation time, which is unfeasible in practical applica-
tion. Whereas going from using HL coincident trig-
gers to using GLD360 detections has a significant
impact up to around 300Hz – nearly double the re-
duction in some frequency ranges – it has negligible
impact on reducing the coherence above a few hun-

[Week of 23 Sep 2019]

[credit: 2209.00284]

TI( f ) = κI ( f
10 Hz )

βI
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FIG. 10. Magnetic noise budget represented by the blue band. The purple dots represent the budget without any
errors included. The dark and lighter blue bands represent the upper 1�-3� uncertainty as described in Appendix B.
No error is included for the weekly variation, however as explained in the text this e↵ect was found to be minimal.
The lower errors are not shown in this figure since the error propagation as described in Appendix B leads to negative
lower limits. Also represented are the O3 sensitivity for narrowband features for an isotropic GWB, given by its
standard deviation �(f); the O3 broadband sensitivity, given by its power-law integrated (PI) curve (red); and the
broadband sensitivity expected to be reached with the LIGO A+ and Advanced Virgo Plus network, Design A+
(grey dot-dashed).

We want to point out that much of the topology
of the budget is due to the limited frequency res-
olution of the measured coupling function and the
linear interpolation in between points. The peaks
and dips near 50 Hz and above are a clear exam-
ple. Ideally future measurements of the inside-to-
DARM magnetic coupling function would have finer
frequency resolutions. This can addressed by per-
forming broadband noise injections, rather than in-
jecting sine-wave signals, which is recommended for
future observing runs.

We conclude that there was no magnetic contam-
ination in the search for an isotropic GWB dur-
ing O3, which is consistent with the data being in
agreement with Gaussian noise. The same conclu-
sion was made based on the magnetic budget by
the LVK collaborations in the frequency range 20–
100Hz [37]. Also at frequencies between 100–675Hz,
there was no magnetic contamination, neither nar-
rowband, nor broadband. Concerning narrowband
magnetic contamination, one should compare the
upper range of the magnetic budget and its narrow
features with the standard deviation of the search for
an isotropic GWB �(f). We note that the loudest
peaks (60 Hz and harmonics) linked to the US power
mains are excluded from the analysis [37]. The blue
band of the magnetic budget being below the pow-

erlaw integrated (PI) sensitivity curve (red line) [49]
implies there is no broadband magnetic contamina-
tion.

In case the correlations from the magnetic field
fluctuations, both amplitude and frequency behav-
ior, as well as the magnetic coupling (outside-to-
inside as well as inside-to-DARM) remains the same
for future observing runs, there is a risk mag-
netic contamination might a↵ect the search for an
isotropic GWB when LIGO and Virgo reach respec-
tively the LIGO A+ and Advanced Virgo Plus sen-
sitivities [50]. These sensitivities are planned to be
reached later this decade. Up to⇠50 Hz, the 2� bud-
get contour touches the PI curve indicating there is
a non-negligible risk that magnetic noise might bias
or a↵ect the search for an isotropic GWB. From ⇠

160 Hz, there is again a non-negligible possibility
of significant magnetic contamination. However, we
note that the values of the inside-to-DARM mag-
netic coupling at these and higher frequencies are
often not measured but are rather upper limits.

Based on this budget we believe more work in the
upcoming observing run(s) is needed. First, we rec-
ommend to increase the magnetic injection strength
at frequencies above ⇠160 Hz to either measure the
inside-to-DARM magnetic coupling or push down
the upper limits by a factor of 2-3 at each inter-
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FIG. 3. Cross-correlation spectra combining data from all
three baselines in O3, as well as the HL baseline in O1 and
O2. As described in the main text, the spectrum is consistent
with expectations from uncorrelated, Gaussian noise.
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FIG. 4. Posteriors for the strength ⌦ref and spectral index
↵ for the power law model described in the main text, using
a prior uniform in the log of ⌦ref . The top and right panels
show marginalized posteriors for ⌦ref and ↵, while the center
plot shows the 2D posterior density. The dashed, gray lines
indicate the prior distributions.

6.6 ⇥ 10�9 (2.7 ⇥ 10�8) when marginalizing over ↵. This
represents an improvement by a factor of about 6.0 (3.6)
for a flat power law, 8.8 (4.0) for a power law of ↵ = 2/3,
and 13.1 (5.9) for a power law of ↵ = 3. The improvement
for large ↵ is due in part to the improved high-frequency
sensitivity of Advanced LIGO in O3; to the addition of
the baselines involving Virgo; and to the specific noise re-
alization, in particular the negative point estimate ↵ = 3
in O3, as seen in Table I. We find a log

10
Bayes Factor of

�0.3 when comparing the hypotheses of signal and noise
to noise-only when marginalizing over ↵.

B. Non-GR polarizations

We can use our results to constrain modifications to
GR by using the SVT-PL model defined in Section IIC.
This analysis benefits from the inclusion of Virgo data,
since adding more detectors to the network can help dis-
tinguish between di↵erent polarizations, as shown in [45].
We note that ⌦GW does not necessarily have the inter-
pretation of an energy density in modified theories of
gravity, and it is in general more appropriate to think of
these quantities as a measure of the strain power in each
polarization [108].

We use the log-uniform prior on each strength ⌦(p)

ref

and the Gaussian prior for each spectral index ↵p,
as described in the previous section. We show the
results in Table III. Marginalizing over the spectral
indices for each polarization, we find that the up-
per limit on a scalar-polarized GWB in this model is

⌦(S)

GW
(25 Hz)  2.1 ⇥ 10�8, the limit on a vector GWB

is ⌦(V)

GW
(25 Hz)  7.9 ⇥ 10�9, and the limit on a tensor

GWB is ⌦(T)

GW
(25 Hz)  6.4 ⇥ 10�9. Note that the upper

limit on tensor modes in this analysis is slightly di↵erent
from the upper limit when we consider only GR modes
given in the previous section, because of the inclusion of
additional parameters. We compute that the log

10
Bayes

factor of the non-GR to GR hypotheses is �0.2 and the
log

10
Bayes factor of the hypothesis that any polarization

to be present, to the hypothesis that only noise is present,
is �0.4. Note that to compute the Bayes factors, we in-
clude prior odds between di↵erent non-GR hypotheses as
described in [45]. This confirms there is no evidence of
non-GR polarizations. The non-detection of scalar and
vector polarized GWBs is consistent with predictions of
GR.

C. Joint fit for GWB and magnetic noise

We extend the standard analysis to do a joint fit al-
lowing for both a GWB with an arbitrary power-law in-
dex, as well as an apparent GWB arising from correlated
magnetic noise. While we have already seen that corre-
lated magnetic noise is below the O3 sensitivity in Sec-
tion IIID, the analysis presented here is complementary
because it allows us to simultaneously fit for the presence
of both a GWB of astrophysical origin and a correlated
magnetic noise component. In future runs, this kind of
joint fit will become increasingly important. We use the
method described in [61].

We evaluate whether correlated magnetic noise is de-
tected by first constructing a likelihood function that in-
cludes a model for both the correlated magnetic noise
and a power-law GWB, ⌦M(f |⇥) = ⌦PL(f |⇥PL) +
⌦MAG(f |⇥MAG). Our model ⌦MAG(f |⇥MAG) takes the
same form as Eq. 11. However, rather than use the cou-
pling functions measured using magnetic-field injections,
we model the coupling functions as power laws, which

posterior for 
power law model 

9

Power law fHL

99% [Hz] ĈHL/10�9 fHV

99% [Hz] ĈHV /10�9 fLV

99% [Hz] ĈLV /10�9 fO1+O2+O3
99% [Hz] ĈO1+O2+O3/10�9

0 76.1 �2.1 ± 8.2 97.7 229 ± 98 88.0 �134 ± 63 76.6 1.1 ± 7.5
2/3 90.2 �3.4 ± 6.1 117.8 145 ± 60 107.3 �82 ± 40 90.6 �0.2 ± 5.6
3 282.8 �1.3 ± 0.9 375.8 9.1 ± 4.1 388.0 �4.9 ± 3.1 291.6 �0.6 ± 0.8

TABLE I. Search results for an isotropic GWB, using the optimal filter method for power law GWBs with ↵ = {0, 2/3, 3}. For
each of the three baselines IJ , we show the point estimate and 1� uncertainty for the cross-correlation estimate CIJ , along with
the frequency band from 20 Hz to f IJ

99% containing 99% of the sensitivity. We see that the HL baseline is the most sensitive, and
the HV and LV baselines are more sensitive at higher frequencies, and for larger spectral indices, due to the longer baseline. In
the last two columns, we also present the search result combining all three baselines from O3, as well as the O1 and O2 data.
As noted in the main text, the point estimates for the HV and LV are approximately 2� away from zero, however this is not
consistent with a GWB given the result of the much more sensitive HL baseline.

Uniform prior Log-uniform prior

↵ O3 O2 [43] Improvement O3 O2 [43] Improvement
0 1.7 ⇥ 10�8 6.0 ⇥ 10�8 3.6 5.8 ⇥ 10�9 3.5 ⇥ 10�8 6.0
2/3 1.2 ⇥ 10�8 4.8 ⇥ 10�8 4.0 3.4 ⇥ 10�9 3.0 ⇥ 10�8 8.8
3 1.3 ⇥ 10�9 7.9 ⇥ 10�9 5.9 3.9 ⇥ 10�10 5.1 ⇥ 10�9 13.1
Marg. 2.7 ⇥ 10�8 1.1 ⇥ 10�7 4.1 6.6 ⇥ 10�9 3.4 ⇥ 10�8 5.1

TABLE II. Upper limits at the 95% credible level on ⌦ref under the power law model for the GWB. We show upper limits
conditioned on di↵erent fixed power law indices ↵, as well as a marginalized limit obtained by integration over ↵, using a
Gaussian prior with zero mean and a standard deviation of 3.5. We show the results using a prior that is uniform in ⌦ref ,
as well as uniform in log ⌦ref . As described in the main text, the uniform upper limits are more conservative, while the log
uniform priors are more sensitive to weak signals. We also compare with the upper limits from [43], and give the improvement
factor we achieve using O3 data.

Polarization O3 O2 [43] Improvement

Tensor 6.4 ⇥ 10�9 3.2 ⇥ 10�8 5.0
Vector 7.9 ⇥ 10�9 2.9 ⇥ 10�8 3.7
Scalar 2.1 ⇥ 10�8 6.1 ⇥ 10�8 2.9

TABLE III. Upper limits at the 95% credible level on ⌦ref

for scalar, vector, and tensor polarizations, along with the
improvement of the O3 result over the previous result from
O2. We use the log-uniform prior for ⌦ref and a Gaussian
prior on the spectral index for each polarization, as described
in the main text.

approximate the frequency dependence of the measure-
ments. The vector ⇥MAG contains the parameters of the
model for the coupling functions TI,J(f), which we take
to be a simple power law

|TI(f)| = I

✓
f

10 Hz

◆��I

. (12)

The parameters for the power law GWB are the strength
⌦ref and spectral index ↵. We use nested sampling to
estimate the model evidences for three separate models:
N, MAG, and PL+MAG, using the notation defined in
Section II C.

Our prior distribution for the magnitude I is log uni-
form from 10�25 to 10�22 pT�1 for all of the detectors.
Our prior on the spectral index �I is uniform from �

min

I to
�

max

I , the minimum and maximum values of the spectral
index for the magnetic coupling measured at detector I

during the O3 run. For Hanford, Livingston and Virgo,
the � priors chosen for the study are (0, 12), (1, 10)

and (0, 7), respectively. The chosen prior range is large
enough to encompass all measured coupling function
measurements in O3, including the uncertainties men-
tioned in Section III. We find log

10
B

MAG

N
= �0.03, which

indicates that there is no preference for a model with cor-
related magnetic noise compared to a model with only
uncorrelated Gaussian noise. We also consider a model
with a power-law GWB present, using the log-uniform
prior on ⌦ref and Gaussian prior on ↵ as in Section IV A.
We find that the Bayes factor between a model with cor-
related GWB and magnetic noise, to a model with only
uncorrelated Gaussian noise, is log

10
B

MAG+PL

N
= �0.3,

confirming that there is no evidence of a GWB in the
data.

V. IMPLICATIONS FOR COMPACT BINARIES

With upper limits on the GWB in hand, we now ex-
plore the implications of these results for the GWB due
to CBCs. We first compare our upper limits to updated
predictions for the energy-density due to CBC sources.
We then combine our limits with the direct detections of
CBCs in the local Universe to constrain the merger rate
of compact binaries at large redshifts.

A. Fiducial model

Observations from O3a have significantly increased our
knowledge of the compact binary population [67, 68, 70–

ULs  
(95%)
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FIG. 3. Cross-correlation spectra combining data from all
three baselines in O3, as well as the HL baseline in O1 and
O2. As described in the main text, the spectrum is consistent
with expectations from uncorrelated, Gaussian noise.

FIG. 4. Posteriors for the strength ⌦ref and spectral index
↵ for the power law model described in the main text, using
a prior uniform in the log of ⌦ref . The top and right panels
show marginalized posteriors for ⌦ref and ↵, while the center
plot shows the 2D posterior density. The dashed, gray lines
indicate the prior distributions.

6.6 ⇥ 10�9 (2.7 ⇥ 10�8) when marginalizing over ↵. This
represents an improvement by a factor of about 6.0 (3.6)
for a flat power law, 8.8 (4.0) for a power law of ↵ = 2/3,
and 13.1 (5.9) for a power law of ↵ = 3. The improvement
for large ↵ is due in part to the improved high-frequency
sensitivity of Advanced LIGO in O3; to the addition of
the baselines involving Virgo; and to the specific noise re-
alization, in particular the negative point estimate ↵ = 3
in O3, as seen in Table I. We find a log

10
Bayes Factor of

�0.3 when comparing the hypotheses of signal and noise
to noise-only when marginalizing over ↵.

B. Non-GR polarizations

We can use our results to constrain modifications to
GR by using the SVT-PL model defined in Section IIC.
This analysis benefits from the inclusion of Virgo data,
since adding more detectors to the network can help dis-
tinguish between di↵erent polarizations, as shown in [45].
We note that ⌦GW does not necessarily have the inter-
pretation of an energy density in modified theories of
gravity, and it is in general more appropriate to think of
these quantities as a measure of the strain power in each
polarization [108].

We use the log-uniform prior on each strength ⌦(p)

ref

and the Gaussian prior for each spectral index ↵p,
as described in the previous section. We show the
results in Table III. Marginalizing over the spectral
indices for each polarization, we find that the up-
per limit on a scalar-polarized GWB in this model is

⌦(S)

GW
(25 Hz)  2.1 ⇥ 10�8, the limit on a vector GWB

is ⌦(V)

GW
(25 Hz)  7.9 ⇥ 10�9, and the limit on a tensor

GWB is ⌦(T)

GW
(25 Hz)  6.4 ⇥ 10�9. Note that the upper

limit on tensor modes in this analysis is slightly di↵erent
from the upper limit when we consider only GR modes
given in the previous section, because of the inclusion of
additional parameters. We compute that the log

10
Bayes

factor of the non-GR to GR hypotheses is �0.2 and the
log

10
Bayes factor of the hypothesis that any polarization

to be present, to the hypothesis that only noise is present,
is �0.4. Note that to compute the Bayes factors, we in-
clude prior odds between di↵erent non-GR hypotheses as
described in [45]. This confirms there is no evidence of
non-GR polarizations. The non-detection of scalar and
vector polarized GWBs is consistent with predictions of
GR.

C. Joint fit for GWB and magnetic noise

We extend the standard analysis to do a joint fit al-
lowing for both a GWB with an arbitrary power-law in-
dex, as well as an apparent GWB arising from correlated
magnetic noise. While we have already seen that corre-
lated magnetic noise is below the O3 sensitivity in Sec-
tion IIID, the analysis presented here is complementary
because it allows us to simultaneously fit for the presence
of both a GWB of astrophysical origin and a correlated
magnetic noise component. In future runs, this kind of
joint fit will become increasingly important. We use the
method described in [61].

We evaluate whether correlated magnetic noise is de-
tected by first constructing a likelihood function that in-
cludes a model for both the correlated magnetic noise
and a power-law GWB, ⌦M(f |⇥) = ⌦PL(f |⇥PL) +
⌦MAG(f |⇥MAG). Our model ⌦MAG(f |⇥MAG) takes the
same form as Eq. 11. However, rather than use the cou-
pling functions measured using magnetic-field injections,
we model the coupling functions as power laws, which

H,L,V combined  cross-correla:on spectrumΩGW( f )
Ω̂

G
W

(f
)

[credit: O3 isotropic paper]
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Fig. 66 Normalized overlap
functions for unpolarized tensor,
vector, and scalar modes for the
LIGO Hanford-LIGO
Livingston detector pair (top
panel); for the LIGO
Hanford-Virgo detector pair
(middle panel); and for the
LIGO Livingston-Virgo detector
pair (bottom panel). The tensor
overlap functions are shown in
blue; the vector overlap
functions are shown in red; the
scalar overlap functions are
shown in green. These overlap
functions were calculated in the
small-antenna limit

Our starting point is again the cross-correlated data from pairs of detectors in the
network:

Ĉα( f ) ≡ 2
T
d̃α1( f )d̃

∗
α2
( f ), (8.82)

where
d̃αI ( f ) = h̃αI ( f̃ )+ ñαI ( f ), I = 1, 2. (8.83)

Assuming that the noise in the individual detectors are uncorrelated with one another,
it follows that

〈Ĉα( f )〉 = "(T )
α ( f )S(T )h ( f )+ "(V )

α ( f )S(V )
h ( f )+ "(S)

α ( f )S(S)h ( f ). (8.84)
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d̃αI ( f ) = h̃αI ( f̃ )+ ñαI ( f ), I = 1, 2. (8.83)

Assuming that the noise in the individual detectors are uncorrelated with one another,
it follows that

〈Ĉα( f )〉 = "(T )
α ( f )S(T )h ( f )+ "(V )

α ( f )S(V )
h ( f )+ "(S)

α ( f )S(S)h ( f ). (8.84)

123

HL

blue: tensor
red: vector
green: scalar

- simple modifica:on: just swap out tensor ORFs with vector and scalar ORFs

9

Power law fHL

99% [Hz] ĈHL/10�9 fHV

99% [Hz] ĈHV /10�9 fLV

99% [Hz] ĈLV /10�9 fO1+O2+O3
99% [Hz] ĈO1+O2+O3/10�9

0 76.1 �2.1 ± 8.2 97.7 229 ± 98 88.0 �134 ± 63 76.6 1.1 ± 7.5
2/3 90.2 �3.4 ± 6.1 117.8 145 ± 60 107.3 �82 ± 40 90.6 �0.2 ± 5.6
3 282.8 �1.3 ± 0.9 375.8 9.1 ± 4.1 388.0 �4.9 ± 3.1 291.6 �0.6 ± 0.8

TABLE I. Search results for an isotropic GWB, using the optimal filter method for power law GWBs with ↵ = {0, 2/3, 3}. For
each of the three baselines IJ , we show the point estimate and 1� uncertainty for the cross-correlation estimate CIJ , along with
the frequency band from 20 Hz to f IJ

99% containing 99% of the sensitivity. We see that the HL baseline is the most sensitive, and
the HV and LV baselines are more sensitive at higher frequencies, and for larger spectral indices, due to the longer baseline. In
the last two columns, we also present the search result combining all three baselines from O3, as well as the O1 and O2 data.
As noted in the main text, the point estimates for the HV and LV are approximately 2� away from zero, however this is not
consistent with a GWB given the result of the much more sensitive HL baseline.

Uniform prior Log-uniform prior

↵ O3 O2 [43] Improvement O3 O2 [43] Improvement
0 1.7 ⇥ 10�8 6.0 ⇥ 10�8 3.6 5.8 ⇥ 10�9 3.5 ⇥ 10�8 6.0
2/3 1.2 ⇥ 10�8 4.8 ⇥ 10�8 4.0 3.4 ⇥ 10�9 3.0 ⇥ 10�8 8.8
3 1.3 ⇥ 10�9 7.9 ⇥ 10�9 5.9 3.9 ⇥ 10�10 5.1 ⇥ 10�9 13.1
Marg. 2.7 ⇥ 10�8 1.1 ⇥ 10�7 4.1 6.6 ⇥ 10�9 3.4 ⇥ 10�8 5.1

TABLE II. Upper limits at the 95% credible level on ⌦ref under the power law model for the GWB. We show upper limits
conditioned on di↵erent fixed power law indices ↵, as well as a marginalized limit obtained by integration over ↵, using a
Gaussian prior with zero mean and a standard deviation of 3.5. We show the results using a prior that is uniform in ⌦ref ,
as well as uniform in log ⌦ref . As described in the main text, the uniform upper limits are more conservative, while the log
uniform priors are more sensitive to weak signals. We also compare with the upper limits from [43], and give the improvement
factor we achieve using O3 data.

Polarization O3 O2 [43] Improvement

Tensor 6.4 ⇥ 10�9 3.2 ⇥ 10�8 5.0
Vector 7.9 ⇥ 10�9 2.9 ⇥ 10�8 3.7
Scalar 2.1 ⇥ 10�8 6.1 ⇥ 10�8 2.9

TABLE III. Upper limits at the 95% credible level on ⌦ref

for scalar, vector, and tensor polarizations, along with the
improvement of the O3 result over the previous result from
O2. We use the log-uniform prior for ⌦ref and a Gaussian
prior on the spectral index for each polarization, as described
in the main text.

approximate the frequency dependence of the measure-
ments. The vector ⇥MAG contains the parameters of the
model for the coupling functions TI,J(f), which we take
to be a simple power law

|TI(f)| = I

✓
f

10 Hz

◆��I

. (12)

The parameters for the power law GWB are the strength
⌦ref and spectral index ↵. We use nested sampling to
estimate the model evidences for three separate models:
N, MAG, and PL+MAG, using the notation defined in
Section II C.

Our prior distribution for the magnitude I is log uni-
form from 10�25 to 10�22 pT�1 for all of the detectors.
Our prior on the spectral index �I is uniform from �

min

I to
�

max

I , the minimum and maximum values of the spectral
index for the magnetic coupling measured at detector I

during the O3 run. For Hanford, Livingston and Virgo,
the � priors chosen for the study are (0, 12), (1, 10)

and (0, 7), respectively. The chosen prior range is large
enough to encompass all measured coupling function
measurements in O3, including the uncertainties men-
tioned in Section III. We find log

10
B

MAG

N
= �0.03, which

indicates that there is no preference for a model with cor-
related magnetic noise compared to a model with only
uncorrelated Gaussian noise. We also consider a model
with a power-law GWB present, using the log-uniform
prior on ⌦ref and Gaussian prior on ↵ as in Section IV A.
We find that the Bayes factor between a model with cor-
related GWB and magnetic noise, to a model with only
uncorrelated Gaussian noise, is log

10
B

MAG+PL

N
= �0.3,

confirming that there is no evidence of a GWB in the
data.

V. IMPLICATIONS FOR COMPACT BINARIES

With upper limits on the GWB in hand, we now ex-
plore the implications of these results for the GWB due
to CBCs. We first compare our upper limits to updated
predictions for the energy-density due to CBC sources.
We then combine our limits with the direct detections of
CBCs in the local Universe to constrain the merger rate
of compact binaries at large redshifts.

A. Fiducial model

Observations from O3a have significantly increased our
knowledge of the compact binary population [67, 68, 70–

ULs  
(95%)

[credit: O3 isotropic paper]
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• detec:on of individual CBCs + 
assump:ons about merger rate 
density -> revised es:mate of 
CBC background 

• CBC background probably not 
detectable by end of O4 unless 
new methods used (see Vuk’s 
talk) 
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FIG. 5. Fiducial model predictions for the GWB from BBHs, BNSs, and NSBHs, along with current and projected sensitivity
curves. In the left panel we show 90% credible bands for the GWB contributions from BNS and BBH mergers. Whereas
the BNS uncertainty band illustrates purely the statistical uncertainties in the BNS merger rate, the BBH uncertainty band
additionally includes systematic uncertainties in the binary mass distribution, as described in the main text. As no unambiguous
NSBH detections have been made, we only show an upper limit on the possible contribution from such systems. The right
panel compares the combined BBH and BNS energy density spectra, and 2� power-law integrated (PI) curves for O2, O3, and
projections for the HLV network at design sensitivity, and the A+ detectors. The solid blue line shows the median estimate
of ⌦BBH+BNS(f) as a function of frequency, while the shaded blue band illustrates 90% credible uncertainties. The dashed
line, meanwhile, marks our projected upper limit on the total GWB, including our upper limit on the contribution from NSBH
mergers.

contour can be excluded on the basis of a GWB non-
detection. Direct BBH detections, meanwhile, allow for
a measurement of �1, but are not expected to meaning-
fully constrain zpeak, which likely lies beyond the horizon
of Advanced LIGO and Virgo. The direct BBH detec-
tions in GWTC-1 only allowed for a weak upper limit on
�1: �1  13.7. The non-detection of the GWB in O2
therefore ruled out a considerable portion of otherwise
available parameter space. Improved measurements due
to GWTC-2, though, have revised estimates of �1 down-
wards to �1 = 1.3+2.1

�2.1 [75], and so present GWB searches
cannot further constrain its value. The results in Fig. 6
are therefore now dominated by direct BBH detections.

With continued data collection, however, the non-
detection (or eventual detection) of the GWB may again
o↵er informative constraints on �1 and zpeak. As addi-
tional direct BBH detections are made, our knowledge
of �1 will continue to improve, identifying an increas-
ingly narrow, nearly-vertical contour in the �1 � zpeak

plane. Continued time integration in searches for the
GWB, meanwhile, will exclude a growing fraction of this
plane, ruling out large values of both �1 and zpeak. In
Fig. 7, for example, we show projected exclusion con-
tours corresponding to one year of integration with Ad-
vanced LIGO and Virgo, at both their design sensitivity
and A+ configurations; both exclusion curves extend into
the presently allowed values of �1, where they may again
be informative and break the degeneracy between �1 and

zpeak.

VI. CONCLUSIONS

In this work, we have performed a search for an
isotropic GWB using data from Advanced LIGO’s and
Virgo’s first three observing runs. Since we did not find
evidence for a background of astrophysical origin, we
placed upper limits, improving previous bounds by about
a factor of 6.0 for a flat background.

We considered the implications of the results, and
by combining the upper limits with measurements from
GWTC-2 we have constrained the BBH merger rate as a
function of redshift. Our results can be used to constrain
additional models such as cosmic strings or phase tran-
sitions, using the cross correlation spectra we have made
publicly available [57]. Our results can also be combined
with other measurements of the GWB at other frequen-
cies [81].

Moving forward, we expect currently proposed ground-
based facilities such as A+ have the potential to probe a
large range of the model space for CBC backgrounds. In
order to make full use of the data and confidently claim
a detection, it will be important to further develop the
methods to handle correlated terrestrial noise sources,
such as the magnetic couplings described here.

The authors gratefully acknowledge the support of the
United States National Science Foundation (NSF) for
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curves. In the left panel we show 90% credible bands for the GWB contributions from BNS and BBH mergers. Whereas
the BNS uncertainty band illustrates purely the statistical uncertainties in the BNS merger rate, the BBH uncertainty band
additionally includes systematic uncertainties in the binary mass distribution, as described in the main text. As no unambiguous
NSBH detections have been made, we only show an upper limit on the possible contribution from such systems. The right
panel compares the combined BBH and BNS energy density spectra, and 2� power-law integrated (PI) curves for O2, O3, and
projections for the HLV network at design sensitivity, and the A+ detectors. The solid blue line shows the median estimate
of ⌦BBH+BNS(f) as a function of frequency, while the shaded blue band illustrates 90% credible uncertainties. The dashed
line, meanwhile, marks our projected upper limit on the total GWB, including our upper limit on the contribution from NSBH
mergers.

contour can be excluded on the basis of a GWB non-
detection. Direct BBH detections, meanwhile, allow for
a measurement of �1, but are not expected to meaning-
fully constrain zpeak, which likely lies beyond the horizon
of Advanced LIGO and Virgo. The direct BBH detec-
tions in GWTC-1 only allowed for a weak upper limit on
�1: �1  13.7. The non-detection of the GWB in O2
therefore ruled out a considerable portion of otherwise
available parameter space. Improved measurements due
to GWTC-2, though, have revised estimates of �1 down-
wards to �1 = 1.3+2.1

�2.1 [75], and so present GWB searches
cannot further constrain its value. The results in Fig. 6
are therefore now dominated by direct BBH detections.

With continued data collection, however, the non-
detection (or eventual detection) of the GWB may again
o↵er informative constraints on �1 and zpeak. As addi-
tional direct BBH detections are made, our knowledge
of �1 will continue to improve, identifying an increas-
ingly narrow, nearly-vertical contour in the �1 � zpeak

plane. Continued time integration in searches for the
GWB, meanwhile, will exclude a growing fraction of this
plane, ruling out large values of both �1 and zpeak. In
Fig. 7, for example, we show projected exclusion con-
tours corresponding to one year of integration with Ad-
vanced LIGO and Virgo, at both their design sensitivity
and A+ configurations; both exclusion curves extend into
the presently allowed values of �1, where they may again
be informative and break the degeneracy between �1 and

zpeak.

VI. CONCLUSIONS

In this work, we have performed a search for an
isotropic GWB using data from Advanced LIGO’s and
Virgo’s first three observing runs. Since we did not find
evidence for a background of astrophysical origin, we
placed upper limits, improving previous bounds by about
a factor of 6.0 for a flat background.

We considered the implications of the results, and
by combining the upper limits with measurements from
GWTC-2 we have constrained the BBH merger rate as a
function of redshift. Our results can be used to constrain
additional models such as cosmic strings or phase tran-
sitions, using the cross correlation spectra we have made
publicly available [57]. Our results can also be combined
with other measurements of the GWB at other frequen-
cies [81].

Moving forward, we expect currently proposed ground-
based facilities such as A+ have the potential to probe a
large range of the model space for CBC backgrounds. In
order to make full use of the data and confidently claim
a detection, it will be important to further develop the
methods to handle correlated terrestrial noise sources,
such as the magnetic couplings described here.

The authors gratefully acknowledge the support of the
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FIG. 6. Posterior constraints on the BBH merger rate
RBBH(z) as a function of redshift when allowing for a merger
rate that peaks and subsequently turns over at high z, com-
bining stochastic search results and direct BBH detections.
The black line shows our median estimate of RBBH(z), while
solid grey lines denote 90% credible bounds. For comparison,
the dashed red line is proportional to the rate of cosmic star
formation [111]. At 90% credibility, the merger rate of BBHs
is bounded below ⇠ 103 Gpc�3 yr�1 beyond z ⇡ 2, an order
of magnitude improvement relative to O1 and O2 [74].
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- constrain parameters describing BBH mass distribu:on and merger rate history 
using a joint CBC + stochas:c analysis  

pBBH({d} | ⃗λ BBH)pstoch(Ω̂IJ
GW | ⃗λ BBH)

evaluated using  
posterior samples  
for masses and redshivs  
of O3a BBH detec:ons

parameters defining 
empirical form of BBH  
mass distribu:on and  
merger rate history



Summary
1. even the “simplest” LVK search for an isotropic GWB has challenges 
2. new challenges seem to arise with each observa:on run!! 
3. nonetheless, improvements in detector -> lower ULs  

            -  (for O3)   vs.    (for S1, twenty years ago) 

4. new search methods may be needed to accelerate detec:on (e.g., 
interminent search for popula:on of BBH mergers)

Ωgw ≲ 10−9 10−8 Ωgw ≲ 40
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