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Pierre Auger Observatory
Fluorescence detector: longitudinal shower profile

Surface detector: particles arriving at ground
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Hadronic interactions in cosmic ray showers
Heitler-Matthews model (Astropart. Phys. 22 (2005) 387)

Xmax and Nµ sensitive to both interaction properties and primary mass

 
EM component dominant at UHE, less affected by interactions/mass 
- ground signal changes mainly with Xmax due to attenuation

simulations. Nevertheless, Heitler�s EM model pre-

dicted accurately the most important features of

electromagnetic showers.

Heitler�s model (Fig. 1a) has e+, e�, and pho-
tons undergoing repeated two-body splittings,
either one-photon bremsstrahlung or e+e� pair

production. Every particle undergoes a splitting

after it travels a fixed distance related to the radi-

ation length. After n splittings there are 2n total

particles in the shower. Multiplication abruptly

ceases when the individual e± energies drop below

the critical energy nec, where average collisional en-
ergy losses begin to exceed radiative losses.
This simplified picture does not capture accu-

rately all details of EM showers. But two very

important features are well accounted for: the final

total number of electrons, positrons, and photons

Nmax is simply proportional to E� and the depth of

maximum shower development is logarithmically

proportional to E�.

We approximate hadronic interactions similarly
[4]. For example, Fig. 1b shows a proton striking

an air molecule, and a number of pions emerging

from the collision. Neutral pions decay to photons

almost immediately, producing electromagnetic

subshowers. The p± travel some fixed distance

and interact, producing a new generation of pions.

The multiplication continues until individual

pion energies drop below a critical energy npc ,
where it begins to become more likely that a p±

will decay rather than interact. All p± are then as-

sumed to decay to muons which are observed at

the ground.

This first approximation assumes that interac-

tions are perfectly inelastic, with all the energy

going into production of new pions. We will study
the more realistic case which includes a leading

particle carrying away a significant portion of the

energy later (Section 4).

The important difference between a hadronic

cascade and a pure EM shower is that a third of

the energy is ‘‘lost’’ from new particle production

at each stage from p� decay. Thus the total energy
of the initiating particle is divided into two chan-
nels, hadronic and electromagnetic. The primary

energy is linearly proportional to a combination

of the numbers of EM particles and muons.

We examine the model in detail below. In par-

ticular, we will look at its predictions for measur-

able properties of extensive air showers,

attempting to assess which predictions are reliable

and which may not be. First, we review the specif-
ics of Heitler�s electromagnetic shower model and
then develop the hadronic analogue. In all that fol-

lows, the term ‘‘electron’’ does not distinguish be-

tween e+ and e�.

2. Electromagnetic showers

As seen in Fig. 1a, an electron radiates a single

photon after traveling one splitting length
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Fig. 1. Schematic views of (a) an electromagnetic cascade and (b) a hadronic shower. In the hadron shower, dashed lines indicate

neutral pions which do not re-interact, but quickly decay, yielding electromagnetic subshowers (not shown). Not all pion lines are

shown after the n = 2 level. Neither diagram is to scale.
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Hadronic interactions and UHECR
Primary interactions of CR observed at Auger mostly above  
the c.m.s energy of LHC (for p-p collisions)
 - even at  LHC energy, models uncertain due to lack  
   of forward measurements 
 - below LHC energy: uncertainties in nuclear  
   and pion interactions etc.
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parameterization, and by bracketing the bias with the pure
proton/iron mass primaries below full efficiency. The impact
of the resolution uncertainties on the unfolding procedure is
the larger, in particular at the highest energies. On the other
hand, the energy bias and reduced efficiency below 1017 eV
only impacts the first few bins. These various components
are summed in quadrature and are shown by the dotted blue
line in Fig. 15. These influences are clearly seen to impact
the spectrum by <4%.

The last significant uncertainty in the flux is related to
the calculation of the geometric exposure of the array. This
quantity has been previously studied and is 4% for the SD-
750 which directly translates to a 4% energy-independent
shift in the flux [24].

The resulting systematic uncertainties of the spectral
parameters are given in Table 6. For completeness, beyond
the summary information provided by the spectrum param-
eterization, the correlation matrix of the energy spectrum is
given in the Supplementary material. It is obtained by repeat-
ing the analysis on a large number of data sets, sampling
randomly the systematic uncertainties listed above.

5 The combined SD-750 and SD-1500 energy spectrum

The spectrum obtained in Sect. 4 extends down to 1017 eV
and at the high-energy end overlaps with the one recently
reported in [21] using the SD-1500 array. The two spectra
are superimposed in Fig. 16. Beyond the overall consistency
observed between the two measurements, a combination of
them is desirable to gather the information in a single energy
spectrum above 1017 eV obtained with data from both the
SD-750 and the SD-1500 of the Pierre Auger Observatory.
We present below such a combination considering adjustable
re-scaling factors in exposures, δE , and ESD energy scales,
δESD, within uncorrelated uncertainties.

The combination is carried out using the same bin-by-
bin correction approach as in Sect. 4. The joint likelihood
function, L(s, δE, δESD), is built from the product of the
individual Poissonian likelihoods pertaining to the two SD
measurements, L750 and L1500. These two individual likeli-
hoods share the same proposed function,
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1 +
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� 1
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�3
i=0

�
1 +

�
E0
Ei j

� 1
ωi j

�(γi −γ j )ωi j
,

(13)

with j = i + 1 and E0 = 1018.5 eV. As in [21], the transition
parameters ω12, ω23 and ω34 are fixed to 0.05. In this way, the
same parameters s are used during the minimisation process
to calculate the set of expectations νi (s, δE, δESD) of the two

Fig. 16 Superimposed SD spectra to be combined scaled by E2.6, the
SD-750 (red circles) and the SD-1500 (black squares)

Fig. 17 SD energy spectrum after combining the individual measure-
ments by the SD-750 and the SD-1500 scaled by E2.6. The fit using the
proposed function (Eq. (13)) is overlaid in red along with the one sigma
error band in gray

arrays. For each array, a change of the associated exposure
E → E + δE impacts the νi coefficients accordingly, while a
change in energy scale ESD → ESD + δESD impacts as well
the observed number of events in each bin. Additional likeli-
hood factors, LδE and LδESD , are thus required to control the
changes of the exposure and of the energy-scale within their
uncorrelated uncertainties. The likelihood factors described
below account for δE and δESD changes associated with the
SD-750 only. We have checked that allowing additional free
parameters, such as the δE corresponding to the SD-1500,
does not improve the deviance of the best fit by more than
one unit, and thus their introduction is not supported by the
data.

Both likelihood factors are described by Gaussian distri-
butions with a spread given by the uncertainty pertaining to
the exposure and to the energy-scale. The joint likelihood
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FIG. 7. Impact of hadronic interaction features on the shower maximum, Xmax, for proton (left) and iron (right) primaries.

val from 1019 to 1020 eV. For each point in the parameter
space under investigation, 1000 showers are simulated.

In the discussion of our results we will frequently com-
pare to the analytic Heitler model predictions summa-
rized in Table I, and also refer to the dependence of EAS
fluctuations on the longitudinal shower development as
shown in Fig. 5.

A. Longitudinal Shower Development and Depth

of the Shower Maximum

The results for the mean depth of shower maximum,
�Xmax�, and the fluctuation of Xmax, characterized by
RMS(Xmax), are summarized in Fig. 7. The extrapola-
tion of the total cross section for particle production has
by far the biggest impact on Xmax. It can shift �Xmax�
by almost 100 g/cm2 for protons and 40 g/cm2 for iron
in both directions, and exhibits a strong correlation with
the fluctuations of Xmax. All the other interaction char-
acteristics considered here change the fluctuations only
within a few g/cm2, except the elasticity for proton pri-

maries. A high elasticity leads to a moderate increase in
fluctuations, at the same time shifting the �Xmax� deep
into the atmosphere. The secondary multiplicity is al-
most as effective in shifting �Xmax� as the cross section.
This is a consequence of the distribution of the same en-
ergy onto a growing number of particles, which is also
predicted by the Heitler model. However, the depen-
dence we find is somewhat different from the simple pro-
portionality to − lnnmult for larger deviations from the
original model. For proton primaries the dependence on
the cross section is similar to 1/σ as in the Heitler model,
especially at larger cross sections; For iron primaries, on
the other hand, this change is more like − lnσ. Further-
more, in contrary to the independence of �Xmax� from
the pion charge ratio c we find a slight trend ∝ ln c. The
impact of the elasticity is approximately ∝ κel.

In addition to studying Xmax we also considered the
quantity ∆X = Xmax −X1, with X1 being the depth of
the first interaction in a shower. ∆X is only sensitive to
the shower development that follows the first interaction.
In Fig. 8 the results for ∆X are summarized.

As can be seen, only modifications of the cross section
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val from 1019 to 1020 eV. For each point in the parameter
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FIG. 10. Impact of a modified extrapolation of hadronic interaction features on the number of muons, Nµ, for proton (left)
and iron (right) primaries.

how Ne,max and Xmax are both affecting the electron
number at ground level, Ne. Note, that in Fig. 9 the
limit Xobs � Xmax is not always fulfilled.

It is interesting to note, that an efficient way to change
the fluctuations of the electron number in proton showers
is via the extrapolation of the multiplicity, especially in
the directions of reduced fluctuations. To increase the
fluctuations, lowering the cross section can be equally
effective. For iron primaries increasing the cross section
leads to decreased fluctuations, while the overall impact
of the multiplicity is very much reduced.

C. Muon Number at X = 1000 g/cm2

The results of the influence of the modification of in-
teraction features on the muon number are summarized
in Fig. 10. In analogy to electrons also the muon number
at 1000 g/cm2 reacts to changes in the depth of Xmax

relative to the observation level. But as shown in Fig. 5,
this sensitivity to Xmax is much smaller than in the case

of electrons. Especially the fluctuations are not hav-
ing the clear minimum at �Xmax�, but show a rather
smooth transition to a very constant rate of fluctuations
at larger depths. Furthermore, since muons in air show-
ers are mainly produced via the decay of pions, their
abundance is very sensitive to the overall number of pi-
ons in the shower. During the shower development there
is a competition between pion decay, yielding muons and
neutrinos, and interaction, producing new hadronic sec-
ondaries. While the hadronic interaction length of pi-
ons is λint ∼ 120 g/cm2 over a wide range in energy,
the decay length changes with energy (γ = E/m) and
is λdec = ρcγτdec. Muons are produced mainly by pi-
ons with λdec < λint. This is, for example, why high
energy muons are more efficiently produced at high alti-
tude where ρ is small. When muons are produced, pions
are removed from the multiplicative hadronic shower cas-
cade and ultimately fewer pions in the air shower lead to
the production of fewer muons. In addition, an increase
of the production of high-energy muons at high altitude
reduces the production of the more abundant muons at
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It is interesting to note, that an efficient way to change
the fluctuations of the electron number in proton showers
is via the extrapolation of the multiplicity, especially in
the directions of reduced fluctuations. To increase the
fluctuations, lowering the cross section can be equally
effective. For iron primaries increasing the cross section
leads to decreased fluctuations, while the overall impact
of the multiplicity is very much reduced.

C. Muon Number at X = 1000 g/cm2

The results of the influence of the modification of in-
teraction features on the muon number are summarized
in Fig. 10. In analogy to electrons also the muon number
at 1000 g/cm2 reacts to changes in the depth of Xmax

relative to the observation level. But as shown in Fig. 5,
this sensitivity to Xmax is much smaller than in the case

of electrons. Especially the fluctuations are not hav-
ing the clear minimum at �Xmax�, but show a rather
smooth transition to a very constant rate of fluctuations
at larger depths. Furthermore, since muons in air show-
ers are mainly produced via the decay of pions, their
abundance is very sensitive to the overall number of pi-
ons in the shower. During the shower development there
is a competition between pion decay, yielding muons and
neutrinos, and interaction, producing new hadronic sec-
ondaries. While the hadronic interaction length of pi-
ons is λint ∼ 120 g/cm2 over a wide range in energy,
the decay length changes with energy (γ = E/m) and
is λdec = ρcγτdec. Muons are produced mainly by pi-
ons with λdec < λint. This is, for example, why high
energy muons are more efficiently produced at high alti-
tude where ρ is small. When muons are produced, pions
are removed from the multiplicative hadronic shower cas-
cade and ultimately fewer pions in the air shower lead to
the production of fewer muons. In addition, an increase
of the production of high-energy muons at high altitude
reduces the production of the more abundant muons at
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number at ground level, Ne. Note, that in Fig. 9 the
limit Xobs � Xmax is not always fulfilled.

It is interesting to note, that an efficient way to change
the fluctuations of the electron number in proton showers
is via the extrapolation of the multiplicity, especially in
the directions of reduced fluctuations. To increase the
fluctuations, lowering the cross section can be equally
effective. For iron primaries increasing the cross section
leads to decreased fluctuations, while the overall impact
of the multiplicity is very much reduced.

C. Muon Number at X = 1000 g/cm2

The results of the influence of the modification of in-
teraction features on the muon number are summarized
in Fig. 10. In analogy to electrons also the muon number
at 1000 g/cm2 reacts to changes in the depth of Xmax

relative to the observation level. But as shown in Fig. 5,
this sensitivity to Xmax is much smaller than in the case

of electrons. Especially the fluctuations are not hav-
ing the clear minimum at �Xmax�, but show a rather
smooth transition to a very constant rate of fluctuations
at larger depths. Furthermore, since muons in air show-
ers are mainly produced via the decay of pions, their
abundance is very sensitive to the overall number of pi-
ons in the shower. During the shower development there
is a competition between pion decay, yielding muons and
neutrinos, and interaction, producing new hadronic sec-
ondaries. While the hadronic interaction length of pi-
ons is λint ∼ 120 g/cm2 over a wide range in energy,
the decay length changes with energy (γ = E/m) and
is λdec = ρcγτdec. Muons are produced mainly by pi-
ons with λdec < λint. This is, for example, why high
energy muons are more efficiently produced at high alti-
tude where ρ is small. When muons are produced, pions
are removed from the multiplicative hadronic shower cas-
cade and ultimately fewer pions in the air shower lead to
the production of fewer muons. In addition, an increase
of the production of high-energy muons at high altitude
reduces the production of the more abundant muons at
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The simplest test: are data between proton and iron?

Xmax: measured directly by fluorescence telescopes → yes. 

Nµ (or Rµ, relative to a reference model) : measured using 
 - underground muon detectors
 - highly inclined showers (EM component attenuated)
 - hybrid showers (using signal model and FD data)
→ pure iron would be needed, or even slightly heavier

hlnRμi numerically based on our fitted model of the
intrinsic fluctuations:

hlnRμið1019 eVÞ ¼
Z

∞

0

lnRμN ðRμÞdRμ

¼ 0.601� 0.016þ0.167
−0.201ðsysÞ; ð8Þ

where N ðRμÞ is a Gaussian with mean hRμi and spread
σ½Rμ� as obtained from the fit. The deviation of hlnRμi from
lnhRμi is only 2% so that the conversion does not lead to a
noticeable increase in the systematic uncertainty.
Several consistency checks were performed on the data

set. We found no indications for a seasonal variation, or for
a dependence on the zenith angle or the distance of the
shower axis to the fluorescence telescopes.

V. MODEL COMPARISON AND DISCUSSION

A simple comparison of our data with air showers
simulated at the mean zenith angle θ ¼ 67° with the
hadronic interaction models QGSJETII-04 and EPOS
LHC is shown in Fig. 4. The ratio hRμi=ðE=1019 eVÞ
cancels most of the energy scaling, and emphasizes the
effect of the cosmic-ray mass A on the muon number. We
compute the ratio from Eq. (4) (line), and alternatively by a
binwise averaging of the original data (data points). The

two ways of computing the ratio are visually in good
agreement, despite minor bin-to-bin migration effects that
bias the binwise method. The fitting approach we used for
the data analysis avoids the migration bias by design.
Proton and iron showers are well separated, which

illustrates the power of hRμi as a composition estimator.
A caveat is the large systematic uncertainty on the absolute
scale of the measurement, which is mainly inherited from
the energy scale [38]. This limits its power as a mass
composition estimator, but we will see that our measure-
ment contributes valuable insights into the consistency of
hadronic interaction models around and above energies of
1019 eV, where other sensitive data are sparse.
A hint of a discrepancy between the models and the data

is the high abundance of muons in the data. The measured
muon number is higher than in pure iron showers, sug-
gesting contributions of even heavier elements. This
interpretation is not in agreement with studies based on
the depth of shower maximum [40], which show an average
logarithmic mass hlnAi between proton and iron in this
energy range. We note that our data points can be moved
between the proton and iron predictions by shifting them
within the systematic uncertainties, but wewill demonstrate
that this does not completely resolve the discrepancy. The
logarithmic gain dhlnRμi=d lnE of the data is also large
compared to proton or iron showers. This suggests a
transition from lighter to heavier elements that is also seen
in the evolution of the average depth of shower maximum.
We will now quantify the disagreement between model

predictions and our data with the help of the mass
composition inferred from the average depth hXmaxi of
the shower maximum. A valid hadronic interaction model
has to describe all air shower observables consistently. We
have recently published the mean logarithmic mass hlnAi
derived from the measured average depth of the shower
maximum hXmaxi [40]. We can therefore make predictions
for the mean logarithmic muon content hlnRμi based on
these hlnAi data, and compare them directly to our
measurement.
We consider QGSJET01, QGSJETII-03, QGSJETII-04,

and EPOS LHC for this comparison. The relation of hXmaxi
and hlnAi at a given energy E for these models is in good
agreement with the prediction from the generalized Heitler
model of hadronic air showers,

hXmaxi ¼ hXmaxip þ fEhlnAi; ð9Þ

where hXmaxip is the average depth of the shower maxi-
mum for proton showers at the given energy and fE an
energy-dependent parameter [4,41]. The parameters
hXmaxip and fE were computed from air shower simula-
tions for each model.
We derive a similar expression from Eq. (1) by

substituting Nμ;p ¼ ðE=ξcÞβ and computing the average
logarithm of the muon number

FIG. 4 (color online). Average muon content hRμi per shower
energy E as a function of the shower energy E in double
logarithmic scale. Our data is shown bin by bin (circles) together
with the fit discussed in the previous section (line). Square
brackets indicate the systematic uncertainty of the measurement;
the diagonal offsets represent the correlated effect of systematic
shifts in the energy scale. The grey band indicates the statistical
uncertainty of the fitted line. Shown for comparison are theo-
retical curves for proton and iron showers simulated at θ ¼ 67°
(dotted and dashed lines). Black triangles at the bottom show the
energy bin edges. The binning was adjusted by an algorithm to
obtain equal numbers of events per bin.
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Fig. 11 Energy-normalized muon densities �ρ35�/(E/1018 eV) as a
function of E compared to expectations from simulations using EPOS-
LHC (dashed) and QGSJetII- 04 (dotted). Error bars denote the statisti-
cal uncertainties, while systematic uncertainties are indicated by square
brackets

the p.d.f. reduces to a discrete sum over the events:

p � 1

Ntot

Ntot�
i=1

RSD(ESD|ESDi , σSDi )

×RUMD(ρ35|ρ35(ESDi ), σUMDi ). (15)

Using the relationship of equation (13), the coefficients
A and B are then determined maximizing the log-likelihood
function ln L (A, B) = �N

k=1 p(ρ35k, ESDk) where N is
the number of events above 1017.3 eV. Note that, as a rem-
nant of the integration over energy between 0 and infinity
in equation (14), the sum over the Ntot events entering into
equation (15) extends to lower energies to capture the fluctu-
ations of the energy estimator. The best fit solution is shown
as the solid line in Fig. 10, obtained for the best-fit parameters

A = (1.75 ± 0.05(stat.) ± 0.05(sys.)) m−2, (16)

B = 0.89 ± 0.04(stat.) ± 0.04(sys.). (17)

The statistical parameter uncertainties have been calculated
by generating 1000 balanced bootstraps from the data set,
repeating the fit for every bootstrap sample, and calculating
the standard deviations from fit results. The distribution of
the normalized residuals (ρ35−�ρ35�)/�ρ35� is shown in the inset
of Fig. 10.

The evolution of the muon content in data is compared
to that in simulations of proton (in red) and iron (in blue)
primaries in Fig. 11, bracketing the lightest and heaviest
cosmic-ray primaries. The muon densities are normalized
by the energy to soften most of the energy scaling and thus
emphasize the effect of the primary mass on the muon num-
ber. The number of events in each energy bin is stated at
the top of the figure. The statistical uncertainties are shown

as the error bars, propagating the correlation between ρ35

and E , while the square brackets stand for the systematic
uncertainties. The impact of the systematic uncertainty in
the SD energy estimate, amounting to 14%, is shown by the
diagonal shift of the square brackets. The obtained fit curve
is shown as the black solid line with a shaded band cor-
responding to the statistical uncertainties. Simulation results
have been obtained by making use of two leading LHC-tuned
high-energy hadronic interaction models, namely EPOS-
LHC (dashed) and QGSJetII- 04 (dotted). The gain param-
eters, B, obtained from both hadronic interaction models are
B = 0.91 for iron and B = 0.92 for proton primaries, con-
sistent within uncertainties to those obtained from data.

However, the observed muon densities are larger in data
than those predicted by the models. For instance, in the
extreme case of a pure iron composition, the observed val-
ues are between 8% (EPOS- LHC) and 14% (QGSJetII- 04)
larger than those predicted at 1018 eV. We note however that
a shift of the data points within the systematic uncertainties
is enough to bring them in the region of the iron primaries.
These systematic uncertainties are mainly inherited from the
energy scale uncertainty [34]. They appear to be the limiting
factor to use ρ35 as a mass-composition estimator, but we
show next the power of the ρ35 measurements to probe the
consistency of hadronic interaction generators to model the
development of EASs.

4.2 Combination with other measurements

The muon density is sensitive to the primary mass composi-
tion. The above result can thus be used to test the ability of
the hadronic interaction models to describe air showers by
comparing it with that expected from the primary composi-
tion extracted in an independent way. Thanks to the hybrid
nature of the Pierre Auger Observatory, such an independent
mass-composition estimate is inferred from measurements
of the mean depth of shower maximum �Xmax� [32].

The most prominent mass-sensitive tracer is Xmax, a quan-
tity directly observed with fluorescence detectors. It strongly
depends on the primary particle interaction with air nuclei
through the inelastic cross section and the multi-particle
production, in particular through high-energy neutral pions
which decay into photons at high energies. In this regard,
models maximally benefit from the studies of proton-proton
and proton-nucleus collisions at the LHC. By contrast, the
muon content of EASs stems from a multi-step cascade pro-
cess, mostly driven by interactions of secondary charged
pions and kaons with air. ρ35 thus depends on properties of
pion-air collisions over a wide range of energies, for which
a detailed knowledge is lacking.

Furthermore, in the framework of the generalised Heitler
model, both quantities can be related to the mean logarith-
mic mass �ln A� through a linear dependence. Consequently,
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Figure 4: Left: The logarithmic muon number ln 𝑅µ as a function of the primary energy. Expectation values
for proton and iron primaries are indicated in red and blue color, respectively, obtained from simulations
using the Epos-LHC and QgsjetII-04 models of hadronic interactions. Expectation values according to the
mean values of 𝑋max converted to an equivalent ln 𝑅µ are depicted in orange for both hadronic interaction
models. The mean values of the data in the respective energy bin are depicted as a white circular marker
with error bars indicating the standard deviation of the mean and error brackets indicating the systematic
uncertainties. Individual events are depicted as grey markers. Right: Difference in the expected number of
muons based on the depth of the shower maximum with respect to data as a function of the primary energy.

and mean atomic mass 𝐴, and the primary energy, 𝐸0, (in ascending order) as contributions to
systematic uncertainty of the reconstructed number of muons. The individual contributions are
listed in Table 1. We reconstructed the detector data with each of the contributions altered by
the respective amount and evaluated the data individually. In general, the resulting systematic
uncertainty of 𝑅µ reduces with increasing primary energy, and is approximately +17%

−16% at 𝐸0  3EeV
and +10%

−8% at 𝐸0  60EeV.

3.2 The number of muons as function of the primary energy

In Fig. 4 (left), we present the number of muons measured as a function of the primary energy.
The blue and red reference lines indicate the expectation values for showers from simulated proton
and iron primary particles using the Epos-LHC and QgsjetII-04 hadronic interaction models. At
the highest energies, we observe an average number of muons larger than expected in all scenarios
from hadronic interaction models. Orange markers indicate the expectation values corresponding to
the respective values of 𝑋max, converted to the equivalent ln 𝑅µ assuming a consistent interpretation
of the primary mass for each hadronic interaction model. At all energies, the observed number of
muons is significantly larger than expected from 𝑋max measurements. In Fig. 4 (right), the difference
between the measured and expected ln 𝑅µ is shown as a function of the primary energy for both
hadronic interaction models. On average, we observe approximately 15% (30%) more muons than
expected from 𝑋max measurements when comparing to simulations using the Epos-LHC (QgsjetII-
04) model of hadronic interactions. This result is in accordance with the well-established muon
puzzle - the discrepancy in the measured and expected number of muons, which was previously
reported by Auger and other experiments [2, 4].
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Are muon measurements consistent with Xmax data?

„Muon puzzle“: muon data indicate much heavier  primary  
 composition than depths of maxima 

- indicates insufficient understanding of hadronic interactions  
  at UHE energies 
 
- note the still large uncertainties 
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Fig. 12 Mean logarithmic muon density �ln ρ35� as a function of the
mean depth of shower maximum �Xmax� for simulations with primary
energies of 1017.5 eV (a) and 1018 eV (b) compared to Auger Observa-
tory measurements with the FD

the relationship between �Xmax� and �ln ρ35� can be repre-
sented by a line for each hadronic interaction model, as shown
in Fig. 12 at two different energies, 1017.5 eV and 1018 eV.
The �Xmax� data are extracted from [32]. It is apparent that
both models fail to reproduce the data. A difference of 38%
in the muon number is observed at 1017.5 eV and 1018 eV
compared to EPOS- LHC predictions, while the difference
is larger compared to the QGSJetII- 04 predictions. In both
cases, data show that the analyzed hadronic interaction mod-
els produce fewer muons than those observed in EAS. All
these results are collected in Tab. 2 together with the cor-
responding statistical and systematic uncertainties. It should
be stressed, nevertheless, that in the above comparison the
true Monte-Carlo energy was used for the simulated data
because the hybrid reconstruction of the energy (as done for
real data) is hampered by the failure in reproducing the num-
ber of muons impinging the SD stations [35].

The results presented in Figs. 10 and 11 are the first ones
for the Pierre Auger Observatory on the muon content of the
air showers obtained in this energy range. They allow us to
extend to lower energies results previously reported at higher
energies, based on the muon number estimation in inclined
air showers [36,37]. This is because at zenith angles exceed-

Table 2 Ratio fµ = exp (�ln ρ35�UMD − �ln ρ35�sim) of the muon con-
tent in data and simulations with statistical and systematic uncertainties
at primary energies of 1017.5 eV and 1018 eV for the EPOS- LHC and
QGSJetII- 04 hadronic interaction models

Energy Model fµ

1017.5 eV EPOS- LHC 1.38 ± 0.04(stat) ± 0.21
0.18(sys)

QGSJetII- 04 1.50 ± 0.04(stat) ± 0.23
0.20(sys)

1018.0 eV EPOS- LHC 1.38 ± 0.12(stat) ± 0.21
0.18(sys)

QGSJetII- 04 1.53 ± 0.13(stat) ± 0.23
0.20(sys)

ing ≈ 60◦, EASs provide a direct measurement of the muon
number at the ground due to the absorption of the electromag-
netic component in the large atmospheric depth traversed.
The muon number for each shower can then be derived by
scaling a simulated reference profile of the muon density
distribution at the ground to the data. It is worth noting that
the measurements obtained pertain to muons with energies
above 0.16 GeV (Cherenkov threshold in water) that reach
the Observatory site located at an altitude of 1425 m, while
the measurements obtained in this work pertain to muons
with energies ∼ 1 GeV for vertical incidence.

Given the different conditions of measurements that select
muons with different energy distributions, it proves difficult
to compare directly the results presented here and the ones
reported in [36,37]. An indirect manner is required. Follow-
ing [38], we make use of the z-scale factor to perform the
comparisons,

z = �ln x� − �ln x�p

�ln x�Fe − �ln x�p
(18)

where x is the muon-density estimator (that is, ρ35 in this
work and Rµ in [37]). Here, the symbols �·�p and �·�Fe stand
for the expected muon densities for proton and iron showers,
simulated with a given model and accounting for detector
effects. The normalization by the difference between iron
and proton simulations allows the comparison between dif-
ferent types of quantities by reducing the possible systematic
differences.

The results of both analyses are shown in Fig. 13, using
two distinct generator models of hadronic interactions to
predict �ln ρ35� for proton and iron: EPOS- LHC (a) and
QGSJetII- 04 (b). There is a gap between ≈ 2 × 1018 eV
(UMD-based analysis running out of statistics) and ≈ 4 ×
1018 eV (threshold of the inclined EAS-based analysis), but
overall, both analyses give similar results in terms of z-factor.

Assuming the validity of the superposition model, the
measurement of �Xmax� by the FD converted into an aver-
age logarithmic mass �ln A� and finally into z = �ln A�/ln 56

can be used to establish the reference values of the z-factor.
These are shown as the diamond markers in Fig. 13. For

123

hlnNμi ¼ hlnNμip þ ð1 − βÞhlnAi ð10Þ

β ¼ 1 −
hlnNμiFe − hlnNμip

ln 56
: ð11Þ

Since Nμ ∝ Rμ, we can replace lnNμ by lnRμ. The same
can be done in Eq. (2), which also holds for averages due to
the linearity of differentiation.
We estimate the systematic uncertainty of the approxi-

mate Heitler model by computing β from Eq. (11), and
alternatively from dhlnRμip=d lnE and dhlnRμiFe=d lnE.
The three values would be identical if the Heitler model was
accurate. Based on the small deviations, we estimate
σsys½β� ¼ 0.02. By propagating the systematic uncertainty
of β, we arrive at a small systematic uncertainty for the
predicted logarithmic muon content of σsys½hlnRμi� < 0.02.
With Eqs. (9)–(10), we convert the measured mean depth

hXmaxi into a prediction of the mean logarithmic muon
content hlnRμi at θ ¼ 67° for each hadronic interaction
model. The relationship between hXmaxi and hlnRμi can be
represented by a line, which is illustrated in Fig. 5. The
Auger measurements at 1019 eV are also shown. The
discrepancy between data and model predictions is shown
by a lack of overlap of the data point with any of the
model lines.
The model predictions of hlnRμi and dhlnRμi=d lnE

are summarized and compared to our measurement in
Figs. 6–7, respectively. For QGSJETII-03, QGSJETII-04,
and EPOS LHC, we use estimated hlnAi data from
Ref. [40]. Since QGSJET01 has not been included in that
reference, we compute hlnAi using Eq. (9) [4] from the

latest hXmaxi data [40]. The systematic uncertainty of
the hlnRμi predictions is derived by propagating the sys-
tematic uncertainty of hlnAi [�0.03ðsysÞ], combined with
the systematic uncertainty of the Heitler model [�0.02ðsysÞ].
The predicted logarithmic gain dhlnRμi=d lnE is calculated
through Eq. (2), while d lnA=d lnE is obtained from
a straight line fit to hlnAi data points between 4 × 1018

and 5 × 1019 eV. The systematic uncertainty of the
dhlnRμi=d lnE predictions is derived by varying the fitted
line within the systematic uncertainty of the hlnAi data
[�0.02ðsysÞ], and by varying β within its systematic
uncertainty in Eq. (2) [�0.005ðsysÞ].
The four hadronic interaction models fall short in

matching our measurement of the mean logarithmic muon
content hlnRμi. QGSJETII-04 and EPOS LHC have been
updated after the first LHC data. The discrepancy is smaller
for these models, and EPOS LHC performs slightly better
than QGSJETII-04. Yet none of the models is covered by
the total uncertainty interval. The minimum deviation is
1.4σ. To reproduce the higher signal intensity in data, the
mean muon number around 1019 eV in simulations would
have to be increased by 30 to 80%½þ17

−20ðsysÞ%�. If on the
other hand the predictions of the latest models were close
to the truth, the Auger energy scale would have to be
increased by a similar factor to reach agreement. Without a
self-consistent description of air shower observables, con-
clusions about the mass composition from the measured
absolute muon content remain tentative.

FIG. 5 (color online). Average logarithmic muon content
hlnRμi (this study) as a function of the average shower depth
hXmaxi (obtained by interpolating binned data from Ref. [40]) at
1019 eV. Model predictions are obtained from showers simulated
at θ ¼ 67°. The predictions for proton and iron showers are
directly taken from simulations. Values for intermediate masses
are computed with the Heitler model described in the text.

FIG. 6 (color online). Comparison of the mean logarithmic
muon content hlnRμi at 1019 eV obtained from Auger data with
model predictions for proton and iron showers simulated at
θ ¼ 67°, and for such mixed showers with a mean logarithmic
mass that matches the mean shower depth hXmaxi measured by
the FD. Brackets indicate systematic uncertainties. Dotted lines
show the interval obtained by adding systematic and statistical
uncertainties in quadrature. The statistical uncertainties for proton
and iron showers are negligible and suppressed for clarity.
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Fig. 12 Mean logarithmic muon density �ln ρ35� as a function of the
mean depth of shower maximum �Xmax� for simulations with primary
energies of 1017.5 eV (a) and 1018 eV (b) compared to Auger Observa-
tory measurements with the FD

the relationship between �Xmax� and �ln ρ35� can be repre-
sented by a line for each hadronic interaction model, as shown
in Fig. 12 at two different energies, 1017.5 eV and 1018 eV.
The �Xmax� data are extracted from [32]. It is apparent that
both models fail to reproduce the data. A difference of 38%
in the muon number is observed at 1017.5 eV and 1018 eV
compared to EPOS- LHC predictions, while the difference
is larger compared to the QGSJetII- 04 predictions. In both
cases, data show that the analyzed hadronic interaction mod-
els produce fewer muons than those observed in EAS. All
these results are collected in Tab. 2 together with the cor-
responding statistical and systematic uncertainties. It should
be stressed, nevertheless, that in the above comparison the
true Monte-Carlo energy was used for the simulated data
because the hybrid reconstruction of the energy (as done for
real data) is hampered by the failure in reproducing the num-
ber of muons impinging the SD stations [35].

The results presented in Figs. 10 and 11 are the first ones
for the Pierre Auger Observatory on the muon content of the
air showers obtained in this energy range. They allow us to
extend to lower energies results previously reported at higher
energies, based on the muon number estimation in inclined
air showers [36,37]. This is because at zenith angles exceed-

Table 2 Ratio fµ = exp (�ln ρ35�UMD − �ln ρ35�sim) of the muon con-
tent in data and simulations with statistical and systematic uncertainties
at primary energies of 1017.5 eV and 1018 eV for the EPOS- LHC and
QGSJetII- 04 hadronic interaction models

Energy Model fµ

1017.5 eV EPOS- LHC 1.38 ± 0.04(stat) ± 0.21
0.18(sys)

QGSJetII- 04 1.50 ± 0.04(stat) ± 0.23
0.20(sys)

1018.0 eV EPOS- LHC 1.38 ± 0.12(stat) ± 0.21
0.18(sys)

QGSJetII- 04 1.53 ± 0.13(stat) ± 0.23
0.20(sys)

ing ≈ 60◦, EASs provide a direct measurement of the muon
number at the ground due to the absorption of the electromag-
netic component in the large atmospheric depth traversed.
The muon number for each shower can then be derived by
scaling a simulated reference profile of the muon density
distribution at the ground to the data. It is worth noting that
the measurements obtained pertain to muons with energies
above 0.16 GeV (Cherenkov threshold in water) that reach
the Observatory site located at an altitude of 1425 m, while
the measurements obtained in this work pertain to muons
with energies ∼ 1 GeV for vertical incidence.

Given the different conditions of measurements that select
muons with different energy distributions, it proves difficult
to compare directly the results presented here and the ones
reported in [36,37]. An indirect manner is required. Follow-
ing [38], we make use of the z-scale factor to perform the
comparisons,

z = �ln x� − �ln x�p

�ln x�Fe − �ln x�p
(18)

where x is the muon-density estimator (that is, ρ35 in this
work and Rµ in [37]). Here, the symbols �·�p and �·�Fe stand
for the expected muon densities for proton and iron showers,
simulated with a given model and accounting for detector
effects. The normalization by the difference between iron
and proton simulations allows the comparison between dif-
ferent types of quantities by reducing the possible systematic
differences.

The results of both analyses are shown in Fig. 13, using
two distinct generator models of hadronic interactions to
predict �ln ρ35� for proton and iron: EPOS- LHC (a) and
QGSJetII- 04 (b). There is a gap between ≈ 2 × 1018 eV
(UMD-based analysis running out of statistics) and ≈ 4 ×
1018 eV (threshold of the inclined EAS-based analysis), but
overall, both analyses give similar results in terms of z-factor.

Assuming the validity of the superposition model, the
measurement of �Xmax� by the FD converted into an aver-
age logarithmic mass �ln A� and finally into z = �ln A�/ln 56

can be used to establish the reference values of the z-factor.
These are shown as the diamond markers in Fig. 13. For

123

Muons in golden hybrid events at Auger Maximilian Stadelmaier

preliminary preliminary

Figure 4: Left: The logarithmic muon number ln 𝑅µ as a function of the primary energy. Expectation values
for proton and iron primaries are indicated in red and blue color, respectively, obtained from simulations
using the Epos-LHC and QgsjetII-04 models of hadronic interactions. Expectation values according to the
mean values of 𝑋max converted to an equivalent ln 𝑅µ are depicted in orange for both hadronic interaction
models. The mean values of the data in the respective energy bin are depicted as a white circular marker
with error bars indicating the standard deviation of the mean and error brackets indicating the systematic
uncertainties. Individual events are depicted as grey markers. Right: Difference in the expected number of
muons based on the depth of the shower maximum with respect to data as a function of the primary energy.

and mean atomic mass 𝐴, and the primary energy, 𝐸0, (in ascending order) as contributions to
systematic uncertainty of the reconstructed number of muons. The individual contributions are
listed in Table 1. We reconstructed the detector data with each of the contributions altered by
the respective amount and evaluated the data individually. In general, the resulting systematic
uncertainty of 𝑅µ reduces with increasing primary energy, and is approximately +17%

−16% at 𝐸0  3EeV
and +10%

−8% at 𝐸0  60EeV.

3.2 The number of muons as function of the primary energy

In Fig. 4 (left), we present the number of muons measured as a function of the primary energy.
The blue and red reference lines indicate the expectation values for showers from simulated proton
and iron primary particles using the Epos-LHC and QgsjetII-04 hadronic interaction models. At
the highest energies, we observe an average number of muons larger than expected in all scenarios
from hadronic interaction models. Orange markers indicate the expectation values corresponding to
the respective values of 𝑋max, converted to the equivalent ln 𝑅µ assuming a consistent interpretation
of the primary mass for each hadronic interaction model. At all energies, the observed number of
muons is significantly larger than expected from 𝑋max measurements. In Fig. 4 (right), the difference
between the measured and expected ln 𝑅µ is shown as a function of the primary energy for both
hadronic interaction models. On average, we observe approximately 15% (30%) more muons than
expected from 𝑋max measurements when comparing to simulations using the Epos-LHC (QgsjetII-
04) model of hadronic interactions. This result is in accordance with the well-established muon
puzzle - the discrepancy in the measured and expected number of muons, which was previously
reported by Auger and other experiments [2, 4].
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Beyond mean values: fluctuations 
Xmax fluctuations: no consistent 
combination of mean  
ln A and its variation describes 
data when interpreted using 
QGSJET-II-04

- OK for other models

Nµ fluctuations (from inclined 
showers): fluctuations 
consistent with models! 
- fluctuations dominated 
by first interaction → 
muon puzzle likely due to 
small changes in multiple 
generations!

The probability of hybrid events hðEÞ (product of the
energy spectrum of cosmic rays and the efficiency of
detection) can be obtained from the data, as explained in
and [10,24,26]. The rhs of Eq. (2) depends on the
parameters a and b via Eq. (1). To obtain the energy
dependence of the fluctuations, we parametrize σ by six
independent values such that σðEÞ ¼ σ̂k · hRμiðEÞ, where
the constants σ̂k are the relative fluctuations in the kth
energy bin with limits ½Ek−1; Ek�, where k runs from one to
six. In Eq. (2), k ¼ 0 corresponds to the contributions from
the interval ½0; Ethr�, where the SD is not fully efficient. The
fluctuations here are assumed to take the value of the first
fitted bin σ̂0 ≡ σ̂1.

The sum over the index i in Eq. (2) (the usual sum over
the log-likelihoods of events) includes only events above
the energy threshold of 4 × 1018 eV. The function CðEÞ is
the normalization factor from the double Gaussian. The
result of the fit for the parameters a and b are shown in
Fig. 1. The fluctuations are shown in Fig. 2. The distri-
bution of the number of muons and the PDF in the
individual energy bins can be found in the Supplemental
Material [17].

The dominant systematic uncertainties of σ come from
the uncertainties in the resolutions sE and sμ. For sμ we
estimate the uncertainty using simulations and data. In
simulations, the uncertainty was estimated by the spread in
a sample of simulated showers, where each shower is
reconstructed multiple times, each time changing only the
impact point at the ground. For data, we reconstruct the
same event multiple times, leaving out the signals from one
of the detector stations. The average relative resolution

hsμ=Rμi and its systematic uncertainty is thus ð10� 3Þ%
at 1019 eV.

We verified the values of sE by studying the difference in
the energy reconstruction of events measured independently
by two or more FD stations. The width of the distribution of
these energy differences is found to be compatible with sE.
We therefore take the statistical 1-σ uncertainties of this
cross check as a conservative upper limit of the systematic
uncertainty of sE [27]. The average relative energy reso-
lution hsE=Ei is about ð8.4� 2.9Þ% at 1019 eV. We have
further confirmed that there are no significant contributions
to the fluctuations from differences between the individual
FD stations, neither related to the longtime performance
evolution of the SD and FD detectors.

Any residual electromagnetic component in the signal
would affect the lower zenith angles more. We therefore
split the event sample at the median zenith angle (66°) and
compare the resulting fluctuations. We find no significant
difference between the more and the less inclined sample.

In another test, we do find a small modulation of hRμi
with the azimuth angle (<1%), which we correct for. This
modulation is related to the approximations used in the
reconstruction, which deal with the azimuthal asymmetry
of the muon densities at the ground due to the Earth’s
magnetic field [3]. Finally, we have run an end-to-end
validation of the whole analysis method described in this
Letter on samples of simulated proton, helium, oxygen, and
iron showers.

Because of the almost linear relation between Rμ and E,
the systematic uncertainty on σ due to the uncertainty of the
absolute energy scale of 14% [25] practically cancels out in
the relative fluctuations. The systematic uncertainty in the
absolute scale of Rμ of 11% [5] drops out for the same
reason. The systematic effects for the bin around 1019 eV
are summarized in Table I. Over all energies, the systematic
uncertainties are below 8%.
Results and discussion.—The best-fit value for the

average relative number of muons at 1019 eV (parameter a)
is hRμið1019eVÞ¼1.86�0.02ðstatÞþ0.36

−0.31ðsystÞ. For the
slope (parameter b) we find dhlnRμi=d lnE ¼ 0.99�
0.02ðstatÞ þ0.03

−0.03ðsystÞ. These values are consistent with
the values previously reported [5,17].

FIG. 2. Measured relative fluctuations in the number of muons
as a function of the energy and the predictions from three
interaction models for proton (red) and iron (blue) showers.
The gray band represents the expectations from the measured
mass composition interpreted with the interaction models.
The statistical uncertainty in the measurement is represented
by the error bars. The total systematic uncertainty is indicated by
the square brackets.

TABLE I. Contributions to the systematic uncertainty in the
relative fluctuations around 1019 eV (1018.97–1019.15 eV). The
central value is σ=hRμi ¼ 0.102� 0.029ðstatÞ � 0.007ðsystÞ.

Source of uncertainty Uncertainty (%)

E absolute scale hEi <0.1
E resolution sE 4.6
Rμ absolute scale hRμi 0.5
Rμ resolution sμ 5.2
Rμ azimuthal modulation hRμiðϕÞ 0.5

Total systematics 7.0

PHYSICAL REVIEW LETTERS 126, 152002 (2021)

152002-6

The measured relative fluctuations as a function of the
energy are shown in Fig. 2. We note that the measurement
falls within the range that is expected from current hadronic
interaction models for pure proton and pure iron primaries
[28–36]. To estimate the effect of a mixed composition, we
take the fractions of the four mass components (proton,
helium, nitrogen, and iron) derived from the Xmax mea-
surements [8,37,38] and, using the simulations of the pure
primaries, calculate the corresponding fluctuations in the
number of muons. The gray band in Fig. 2 encompasses
the predicted σ=hRμi of the three interaction models
QGSJET II-04, EPOS-LHC, and Sibyll 2.3d given the
inferred composition mix for each [17].

In Fig. 3, the effects of different composition scenarios
on both the fluctuations and the average number of muons
can be shown by drawing, at a fixed primary energy of
1019 eV, the relative fluctuations σ=hRμi against the
average number of muons hRμi. Given any one of the
interaction models, any particular mixture of the four
components p, He, N, and Fe falls somewhere within
one of the areas enclosed by the corresponding colored
lines. The points of pure composition in this contour are
labeled accordingly. For each model, the expected values
for σ=hRμi and hRμi given the composition mixture
obtained from the Xmax measurements [8] is indicated
within each contour by the correspondingly colored star
marker. The shaded areas surrounding the star markers

indicate the statistical and systematic uncertainties inher-
ited from the Xmax measurements [39]. Finally, our meas-
urement with statistical and systematic uncertainty is
shown by the black marker.

Within the uncertainty, none of the predictions from the
interaction models and the Xmax composition (star markers)
are consistent with our measurement. The predictions from
the interaction models QGSJET II-04, EPOS-LHC, and
Sibyll 2.3d can be reconciled with our measurement by an
increase in the average number of muons of 43%, 35%, and
26%, respectively. For the fluctuations, no rescaling is
necessary for any model.

Taken together, the average value and fluctuations of the
muon flux constrain the way hadronic interaction models
should be changed to agree with air shower data. To see
this, we briefly discuss the origin of the fluctuations.

The average number of muons in a proton shower of
energy E has been shown in simulations to scale as
hN�

μi ¼ CEβ, where β ≃ 0.9 [12,13,22,23]. If we assume
all the secondaries from the first interaction produce muons
following the same relation as given for protons above, we
obtain the number of muons in the shower as

Nμ ¼
Xm
j¼1

CEβ
j ¼ hN�

μi
Xm
j¼1

xβj ¼ hN�
μiα1; ð3Þ

where index j runs over m secondary particles which
reinteract hadronically and xj ¼ Ej=E is the fraction of
energy fed to the hadronic shower by each [41]. In this
expression, the fluctuations in Nμ are induced by α1 in the
first generation, which fluctuates because the multiplicitym
and the energies xj of the secondaries fluctuate [13].

We can continue this reasoning for the subsequent
generations to obtain

Nμ

hN�
μi

¼ α1α2 � � � αi � � � αn; ð4Þ

here the subindex i runs over n generations, until the
cascade stops. We note that, for the calculation of α2, in the
second generation, there are m particles contributing.
Assuming the distributions of the α’s for each one are
similar, when adding up the muons produced by each, the
fluctuations produced by one are statistically likely to be
compensated by another. In other words, the α2 distribution
is narrower by a factor ∼1=

ffiffiffiffi
m

p
. The deeper the generation,

the sharper the corresponding αi is expected to be. As a
result, the dominant part of the fluctuations comes from the
first interaction. This has also been observed with simu-
lations. The model can be generalized for primary nuclei
with mass A using the superposition model and fixing the
number of participants to A protons, which reduces the
different contributions to the fluctuations by a factor
∼1=

ffiffiffiffi
A

p
.

FIG. 3. Data (black, with error bars) compared to models for the
fluctuations and the average number of muons for showers with a
primary energy of 1019 eV. Fluctuations are evaluated in the
energy range from 1018.97 to 1019.15 eV. The statistical uncer-
tainty is represented by the error bars. The total systematic
uncertainty is indicated by the square brackets. The expectation
from the interaction models for any mixture of the four compo-
nents p, He, N, Fe is illustrated by the colored contours. The
values preferred by the mixture derived from the Xmax measure-
ments are indicated by the star symbols. The shaded areas show
the regions allowed by the statistical and systematic uncertainties
of the Xmax measurement [39].

PHYSICAL REVIEW LETTERS 126, 152002 (2021)

152002-7
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Is the „muon problem“ really just a 
muon problem?
Simulations with general modified characteristics  
of hadronic interactions above experimental limits  
show that modifications change predictions 
for both Xmax and Nµ.

- what do data say in the Xmax – Nµ plane?
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Combined fits of full distributions of Xmax and ground signals 

2D distributions of ground signal S(1000) and Xmax for hybrid events with E between 1018.5–1019 eV are 
split into zenith angle bins, adjusted to a reference energy and fitted with simulated templates of sets 
of p, He, O and Fe showers, with free parameters being:
 - the fractions of individual nuclei in the primary beam
 - a uniform shift in depth of maximum ΔXmax

 - a rescaling parameter Rhad for the hadronic part of the ground signal, closely related to Rµ  
  - the split of the signal into hadronic/EM parts follows the simulations
  - secondary change of ground signal due to ΔXmax is accounted for separately
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Figure 2: Two-dimensional distributions of 𝑆(1000)Ref and 𝑋Ref
max for data of the Pierre Auger Observatory

measured in the energy range 1018.5 − 1019.0 eV in five zenith-angle bins.

The correlation between 𝑋max and 𝑆(1000), governed by the general properties of air showers
and thus weakly dependent on characteristics of particular HI models [10], is implicitly accounted
for in the fits helping to reduce the degeneracy between the mass composition and the scale of
simulated 𝑋max. In the absence of differences other than the main ones between HI models
and data in Δ𝑋max, 𝑅Had(𝜃min) and 𝑅Had(𝜃max), the fit would result in totally model-independent
inferences on the mass composition. Clearly, this is not the case, and there are remaining higher-
order differences not taken into account in the current method, such as differences between HI
models in the widths of 𝑋max distributions, separations in 𝑋max between the primary species, and
mass dependencies of 𝑅Had(𝜃min) and 𝑅Had(𝜃max) etc.

3. Data and simulations

We use the events detected at the same time by SD and FD of the Pierre Auger Observatory
during the period 1/1/2004 – 31/12/2018. The range of the FD energies is 1018.5 − 1019.0 eV (mean
energy ∼ 1018.7 eV), with the lower limit corresponding to the 100% efficiency of the SD for zenith
angles below 60 degrees. The FD selection is the same as used for the 𝑋max analysis [11, 12] and
the SD selection follows that of the SD energy-spectrum analysis [9]. In total, 2297 high-quality
events were selected for the analysis (see Fig. 2).

The simulated air showers were produced using Corsika 7.7400 [13] and the detector simula-
tions and event reconstructions were performed with the Auger Offline software [14]. Four primary
particles (p, He, O, Fe) and three HI models: Epos-lhc [15], Qgsjet II-04 [16] and Sibyll 2.3d
[17] were used.

4. Results

The examples of description of projected 𝑆Ref (1000) distributions at two extreme 𝜃-bins and
of the projected 𝑋Ref

max distribution are shown in Fig. 3c together with the 𝜃 evolution of the Gideon-
Hollister correlation coefficient (𝑟G) [18] of the [𝑋max, 𝑆(1000)] distributions. The lowest negative
logarithm of the likelihood ratio (L) was found to be ∼480 (𝑝-value  2.6%) for Epos-lhc, ∼507
(𝑝-value  3.6%) for Qgsjet II-04, and ∼478 (𝑝-value  18%) for Sibyll 2.3d. To illustrate the
improvement of the data description introducing the adjustment of the simulated 𝑋max, we show the
same comparison in Fig. 3b for Δ𝑋max = 0 g/cm2. The data description without any adjustment to
MC predictions is shown in Fig. 3a with mass composition obtained from the 𝑋max fit.

4
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Fits of of Xmax and ground signals 

Both Rhad and ΔXmax needed to account for data

 - dominant systematics is the energy scale
 - note that the change of Xmax  scale changes  
   the composition interpretation of the data

P
o
S
(
I
C
R
C
2
0
2
1
)
3
1
0

Adjustments to Model Predictions of 𝑋max and Signals at Ground Level Jakub Vícha

1.0 1.1 1.2 1.3 1.4 1.5
)maxθ (HadR

1.0

1.1

1.2

1.3

1.4

1.5

)
m

in
θ

 (
H

ad
R

EPOS-LHC
QGSJet II-04
Sibyll 2.3d

 stat.σ1

 stat.σ3

 stat.σ5

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

Pr
im

ar
y 

fr
ac

tio
n

p He O Fe

EPOS-LHC
QGSJet II-04
Sibyll 2.3d

Figure 4: Results of the fits of [𝑋max, 𝑆(1000)] distributions for Epos-lhc, Qgsjet II-04 and Sibyll 2.3d.
Left: the rescaling parameters for the hadronic signal. The contours denote regions with 1, 3 and 5𝜎
statistical uncertainties. Right: the fractions of primary nuclei. The gray bands in both panels indicate the
size of the total systematic uncertainties.
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Figure 5: Correlations between the rescaling parameters of the hadronic signal at the minimal (left) and
maximal (right) zenith angles and the shift of 𝑋max scale. The contours mark 1, 3, and 5𝜎 statistical errors.
The gray bands indicate the size of total systematic uncertainties.

at low zenith angles of the showers (∼ 28◦). For high zenith angles (∼ 55◦), the hadronic signal at
ground should be increased by 16 ± 2 +13

−11% for Epos-lhc, by 17 ± 2 + 9
−12% for Qgsjet II-04, and by

14 ± 1 +15
−10% for Sibyll 2.3d.

4.1 Systematic uncertainties

There are four dominant sources of systematic uncertainties influencing the results. Three of
them are 1𝜎sys experimental uncertainties on the energy scale ±14% [9], 𝑋max

+8
−9 g/cm2 [11] and

𝑆(1000) ±5% [2]. The fourth source of systematic uncertainty is related to the biases of the method
itself, as estimated from MC-MC studies (+2

−4 g/cm2 for Δ𝑋max, +1
−3% for 𝑅Had(𝜃min), and ±1% for

𝑅Had(𝜃max)). All four uncertainties are summed in quadrature, and the total systematic uncertainties
are shown by gray bands in Figs. 4 and 5.
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maximal (right) zenith angles and the shift of 𝑋max scale. The contours mark 1, 3, and 5𝜎 statistical errors.
The gray bands indicate the size of total systematic uncertainties.

at low zenith angles of the showers (∼ 28◦). For high zenith angles (∼ 55◦), the hadronic signal at
ground should be increased by 16 ± 2 +13

−11% for Epos-lhc, by 17 ± 2 + 9
−12% for Qgsjet II-04, and by

14 ± 1 +15
−10% for Sibyll 2.3d.

4.1 Systematic uncertainties

There are four dominant sources of systematic uncertainties influencing the results. Three of
them are 1𝜎sys experimental uncertainties on the energy scale ±14% [9], 𝑋max

+8
−9 g/cm2 [11] and

𝑆(1000) ±5% [2]. The fourth source of systematic uncertainty is related to the biases of the method
itself, as estimated from MC-MC studies (+2

−4 g/cm2 for Δ𝑋max, +1
−3% for 𝑅Had(𝜃min), and ±1% for

𝑅Had(𝜃max)). All four uncertainties are summed in quadrature, and the total systematic uncertainties
are shown by gray bands in Figs. 4 and 5.
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(c) MC corrections: Δ𝑋max and 𝑅Had (𝜃)

Figure 3: From left: 𝑆(1000)Ref distributions in two extreme zenith-angle bins, the 𝑋Ref
max distribution and

the 𝑟G correlation parameter of [𝑋max, 𝑆(1000)] as a function of the zenith angle. Top (a): results of the
𝑋Ref

max fit; middle(b): results of the fit with Δ𝑋max fixed to zero g/cm2; bottom (c): results of the full fit.

The resulting rescaling parameters of the simulated hadronic signal 𝑅Had(𝜃min) and 𝑅Had(𝜃max)
are shown in the left panel of Fig. 4. We found that the adjustment of the attenuation of 𝑆Had
(difference between 𝑅Had(𝜃min) and 𝑅Had(𝜃max)) depends mainly on the experimental energy scale,
see the right panel of Fig. 6. For the energy scale currently adopted at the Pierre Auger Observatory,
the fit results prefer the attenuation of 𝑆Had predicted by Epos-lhc. For all three HI models, a
deeper 𝑋max prediction is preferred with Δ𝑋max values equal to 22 ± 3 +14

−11 g/cm2 for Epos-lhc,
48± 2 + 9

−12 g/cm2 for Qgsjet II-04, and 30± 2 + 9
−15 g/cm2 for Sibyll 2.3d, see Fig. 5. Such shifts of

simulated 𝑋max values lead to a heavier mass composition (right panel of Fig. 4) compared to the
inferences with the unaltered HI models. As expected, the inferences on the mass composition are
now much less model-dependent.

The increase of the MC prediction on 𝑋max, resulting in the increase of the signal at the ground,
alleviates the problem with the deficit of muons in the predictions of HI models, as, e.g., in [4].
Still, for a satisfactory description of the data, the hadronic signal in HI models should be increased
by 15± 2 +20

−16% for Epos-lhc, by 24± 2 +23
−19% for Qgsjet II-04, and by 17± 2 +22

−17% for Sibyll 2.3d
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Future prospects: AugerPrime upgrade

Surface detector upgrades for the entire array:
- Scintillator-based surface detector (SSD, muon/EM separation for lower zenith angles)
- Radio detector (RD, muon/EM separation for larger zenith angles)
- Upgraded Unified Board (faster electronics, more channels)
- Small PMT (increased dynamic range)

Underground Muon Detectors:
- smaller part of the array
- direct muon counting 

Current status:
- UUB, SSD and Small PMT deployed in all 
accessible areas
- RD and UMD deployment underway

Relevant expectations for hadronic physics:
 - improved muon measurements
 - improved Xmax  from ground-only data
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AugerPrime Radio Detector Felix Schlüter

Figure 4: Simulated measurement of the
relative mean number of muons with the
SD and RD for two different composi-
tion scenarios comprised of p, He, N, and
Fe primaries shown alongside the most
recent measurements by the FD and SD
[12] and theoretical predictions for pure
proton and iron compositions. The error
bars illustrate the statistical uncertainty
only and the errorcaps (only shown for
SD-FD, green) show the systematic un-
certainty.

The relative number of muons 𝑅𝜇/(𝐸CR/10 EeV) and their (physical) fluctuations 𝜎𝑅𝜇
/𝑅𝜇

in inclined air showers are composition-sensitive observables. Measurements of these observables
with the Auger Fluorescence Detector (FD) and the SD have been shown to disagree with the
theoretical predictions and hint at a heavier composition at the highest energies [8, 12]. However,
the present data of FD-SD lacks statistics at the highest energies due to the lower exposure of
the FD. Thus, data with RD-SD will increase the available statistics by more than one order of
magnitude at energies above 1019 eV. Here we adopt a simplified analysis strategy8: The mean
𝜇(𝑥) and variance 𝑉 (𝑥) of the relative muon number is obtained from 𝑥 ≡ 𝑅𝜇/(𝐸CR/10 EeV) in
bins of log10(𝐸CR/eV). The physical fluctuations 𝜎 are estimated by subtracting the detector 𝑠𝑅𝜇

and energy resolution 𝑠𝐸 from the variance 𝜎2/𝑅𝜇2 ≈ 𝑉 (𝑥)/𝜇(𝑥)2 − 𝑠2
𝑅𝜇

− 𝑠2
𝐸

. Fig. 4 shows
an example RD-SD measurement for two different astrophysical reference scenarios with different,
energy dependent, abundances for p, He, N, and Fe, the so-called maximum-rigidity (1) and photo-
disintegration (2) scenarios [13, Fig. 2.10]. The green markers show the measurement with the
FD-SD. No systematic uncertainty is shown for the RD-SD measurements but it is expected that
they are at the same level as for the FD-SD (indicated by the errorcaps). It can be seen that with
the statistics expected for the RD, this analysis can be extended to higher energies. Discrimination
between these scenarios is especially possible using the physical fluctuations, which are much less
affected by the systematic uncertainty in the energy scale.
The isolation of protons at the highest energies (> 1019 eV) would, if they exist, enable cosmic-ray
astronomy as these particles are less deflected by Galactic magnetic fields and thus indicate source
directions. Protons, on average, produce fewer muons for a given energy than any other charged
hadron. Thus 𝑟 (𝑅𝜇, 𝐸em) = 𝑅𝜇/𝐸0.9

em can be used to discriminate protons from other primaries9. In
Fig. 5 (left), 𝑟 (𝑅𝜇, 𝐸em) is shown as a function of 𝐸em for a (randomly drawn) set of simulations
of 50% / 50% proton and iron, following the expected RD energy spectrum. The transparency
of the marker signifies how often a particular shower was drawn. The histograms on the y-axis
show the projection of all showers onto this axis. The figure of merit (FOM) [13, Eq. (3.1)] for the
separation of these two distributions with 𝑟 (𝑅𝜇, 𝐸em) is FOM = 1.48. For 1000 random instances

8This ansatz is only strictly correct when 𝑅𝜇 scales linearly with 𝐸CR. For data this assumption is accurate, for
simulations, not.

9The exponent of 0.9 is necessary because the 𝑅𝜇 does not scale linearly with 𝐸em (in simulations) and will slightly
depend on the hadronic interaction model.
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Summary

● UHE Cosmic Rays detected by the Pierre Auger Observatory offer a unique look into the hadronic 
interactions at energies far beyond the capabilities of human-made accelerators.

● Multiple methods of measurement of the muon number point towards a discrepancy between models 
and data, which is most likely due to cumulative effects of small changes in several generations of 
hadronic interactions.

● The observed combined distributions of muon numbers and depth of maxima for well-observed 
showers indicate that the model predictions should be adjusted not only for the muon number, but also  
for the depth of maximum.

●  The AugerPrime upgrade of the observatory has already started taking data and will bring 
significantly more precise measurements of the muon component of CR showers.


