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DUNE computing model
• Sites offer services

- Archival (few)
- Disk (RSE)
- CPU
- HPC

• Make use of opportunistic 
resources (HTC/HPC)

• Data streamed between nearby 
RSE and CPU only site

DUNE DC24 plans
• RSE to RSE w/ token auth.
• Compute Node to/from nearby 

RSE – using DUNE’s justIN
workflow system

• Test ”SURF” to FNAL to Europe 
data flows.

DUNE Data Flows
SURF/FNAL (US) to
Europe



Backup Material



SURF→   FNAL  Data Movement Plan

UK
Storage 

Elements

Europe
Storage 

Elements

Reconstruct files
streaming at sites 
without SE’s, local 
for sites with SE’s

Return outputs to 
Fermilab or other 
major storage 
elements 

2nd copy of reco 
results to 
secondary disk and 
tape sites.

Ingest:
Copy from 
DAQ store 

to disk 
@FNAL

Declaration:
Add to MetaCat,Rucio
Store to tape@FNAL

Rucio:
Distribute data 
to multiple SE’s

justIN
Select workflow 
and files based on 
closest data.

Compute Sites

100 Gb/s



Beyond ProtoDUNE – dealing with data from full DUNE

8GB for a 4.25 ms readout
180 TB for one 100s readout

ProtoDUNE (6 APA)
reco = 4 GB
sim – 4/6 GB


