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Proton and nuclear PDFs: 
Common framework



Nuclear modifications

Shadowing 

Anti-Shadowing 
(pion excess) Fermi motion effects 

EMC region 

Nuclear dependence of the 
structure functions discovered 
30+ years ago by the European 
Muon Collaboration (EMC effect) 

The EMC effect 

Nucleon structure functions are 
modified by the nuclear medium 

Depletion of high-x quarks for 
A>2 nuclei is not expected or 
understood 

FA
2 (x) 6= ZF p

2 (x) +NFn
2 (x)

Shadowing
suppression
at small x

Anti-shadowing
enhancement

EMC effect

Rise due to 
Fermi motion

• Nuclear modifications can be incorporated inside nuclear PDFs  
but underlying dynamics remains to be fully theoretically understood
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Figure 5: �2 function relative to its value at the
minimum, ��

2 = �
2 � �

2
0, plotted along the 16 error

directions in the eigenvector space, z̃2i . We display the
true �

2 function (solid lines) and the quadratic
approximation given by Hessian method ��

2 = z̃
2
i

(dashed lines). The eigenvector directions are ordered
from the largest to the smallest eigenvalue.

present for the {u, d} PDFs. On the other hand, the A-
dependence of {uv, dv} distributions is reduced relative
to the other flavor components.

Finally, Figs. 7 and 8, show our nPDFs (fp/Pb) for a
lead nucleus together with the nuclear correction factors
at the input scale Q = Q0 = 1.3 GeV and at Q = 10 GeV
to show the evolution e↵ects when the PDFs are probed
at a typical hard scale. We have chosen to present results
for the rather heavy lead nucleus because of its relevance
for the heavy ion program at the LHC. In all cases, we
display the uncertainty band arising from the error PDF
sets based upon our eigenvectors and the tolerance crite-
rion. It should be noted that the uncertainty bands for
x . 10�2 and x & 0.7 are not directly constrained by
data but only by the momentum and number sum rules.
The uncertainty bands are the result of extrapolating the
functional form of our parametrization into these uncon-
strained regions.

Some comments are in order:

• As can be seen from Fig. 7 (a), our input gluon is
strongly suppressed/shadowed with respect to the
free proton in the x . 0.04 region. In fact, it has a
valence-like structure (see Fig. 7 (b)) which van-
ishes at small x. Consequently, the steep small
x rise of the gluon distribution at Q = 10 GeV
(see Fig. 8) is entirely due to the QCD evolution.

Figure 6: nCTEQ15 bound proton PDFs at the scale
Q = 10 GeV for a range of nuclei from the free proton

(A = 1) to lead (A = 208).

However, we should note that there is no data con-
strints below x ⇠ 0.01 and the gluon uncertainty
in this region is underestimated. In addition, our
gluon has an anti-shadowing peak around x ⇠ 0.1
and then exhibits suppression in the EMC region
x ⇠ 0.5. However, the large x gluon features wide
uncertainty band reflecting the fact that there are
no data constraints.

• In our analysis we determine the ū+ d̄ combination
and assume that there is no nuclear modification
to the d̄/ū combination (see Sec. II and Table V).
As a result the ū and d̄ PDFs are very similar, the
small di↵erence between the two comes from the
underlying free proton PDFs.

• In this analysis we do not fit the strange distribu-
tion but relate it to the light quarks sea distribu-
tion, see Eq. (2.7). As a result the strange quark
distribution is very similar to the ū and d̄ distribu-
tions.
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and assume that there is no nuclear modification
to the d̄/ū combination (see Sec. II and Table V).
As a result the ū and d̄ PDFs are very similar, the
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Eric Godat - SMU 19/107

nCTEQ PDFs

Nuclei with DIS 
data included in 

nCTEQ15

Assume isospin symmetry 

Currently at NLO

Parameterization allows for 
construction of any nuclei

Nuclei with DIS data included in 

nCTEQ15 (Fig. by E. Godat)

‣ Fundamental quest:
• Hadron Structure:  

x,Q,A dependence
• Nuclear modifications

‣ Necessary tool:
• Cross sections for hard 

processes in lA, νA, pA, AA
• Fixed target, colliders, 

atmosphere
Fitting parameters A-dependence: ck(A) = ck,0 + ck,1(1�A�ck,2)

g

u-val

d̄+ ū

d-val

20 / 44

xfp/A
i (x,Q0) = xc1(1� x)c2ec3x(1 + ec4x)c5nCTEQ15, arXiv:1509.00792 ck(A) = ck,0 + ck,1(1�A�ck,2)



Theoretical Framework (pQCD formalism)

• Provide (field theoretical) definitions of the universal PDFs

• Make the formalism predictive! 

• Make a statement about the error of the factorization formula

PDFs and predictions for observables+uncertainties refer to this 
standard pQCD framework

Need a solid understanding of the standard framework!

• For pp and ep collisions there a rigorous factorization proofs

• For pA and AA factorization is a working assumption to be tested 
phenomenologically 
 
There might be breaking of collinear factorization, deviations from DGLAP 
evolution, other nuclear matter effects to be included (higher twist)

Collinear Factorization Theorems:
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Similarities between proton and nuclear PDFs

• Same formalism if nuclear PDFs are restricted to  (reasonable!):

• Same DGLAP evolution equations

• Same sum rules

• Same hard scattering cross sections

• Same approaches:

• Global analyses (uncertainties, grids, automation)

• Lattice calculations (more complex for nuclei)

• Partly intertwined: 

• proton PDF fits use also nuclear data

• nuclear PDF fits use a proton baseline

• Try simultaneous fits. Or self-consistent iterative procedures.

0 ≤ x ≤ 1



Differences between proton and nuclear PDFs

• Proton PDFs:

• Data for many processes, covering a 
wide kinematic range. LHC important 
but also HERA data

• Aiming at 1% precision! Requires high 
level of sophistication!

• Many global analyses available

• Nuclear PDFs:

• Fewer data, more restricted kinematic 
range. LHC data crucial. No analogue 
of HERA 

• Much larger nPDF uncertainties. 
Nuclear A-dependence quite rough so 
far. In the future dedicated fits for lead 
only and for other nuclei

• Higher twist effects potentially nuclear-
enhanced

Figure 4. The kinematic coverage in the (x, Q) plane covered by the 4618 cross-sections used for the
determination of the charm PDF in the present work. These cross-sections have been classified into the
main di↵erent types of processes entering the global analysis.

network, which is fitted to data using supervised machine learning techniques. The Monte Carlo
replica method is deployed to ensure a faithful uncertainty estimate. Specifically, we express
the 4FNS total charm PDF (c+ = c + c̄) in terms of the output neurons associated to the quark
singlet ⌃ and non-singlet T15 distributions, see Sect. 3.1 of [3], as

xc
+(x, Q0;✓) =

⇣
x

↵⌃(1 � x)�⌃NN⌃(x,✓) � x
↵T15 (1 � x)�T15NNT15(x,✓)

⌘
/4 , (1)

where NNi(x,✓) is the i-th output neuron of a neural network with input x and parameters ✓,
and (↵i, �i) are preprocessing exponents. A crucial feature of Eq. (1) is that no ad hoc specific
model assumptions are used: the shape and size of xc

+(x, Q0) are entirely determined from
experimental data. Hence, our determination of the 4FNS fitted charm PDF, and thus of the
intrinsic charm, is unbiased.

The neural network parameters ✓ in Eq. (1) are determined by fitting an extensive global
dataset that consists of 4618 cross-sections from a wide range of di↵erent processes, measured
over the years in a variety of fixed-target and collider experiments (see [3] for a complete list).
Fig. 4 displays the kinematic coverage in the (x, Q) plane covered by these cross-sections, where Q

is the scale, and x is the parton momentum fraction that correspond to leading-order kinematics.
Many of these processes provide direct or indirect sensitivity to the charm content of the proton.
Particularly important constraints come from W and Z production from ATLAS, CMS, and
LHCb as well as from neutral and charged current deep-inelastic scattering (DIS) structure
functions from HERA. The 4FNS PDFs at the input scale Q0 are related to experimental
measurements at Q 6= Q0 by means of NNLO QCD calculations, including the FONLL-C general-
mass scheme for DIS [20] generalized to allow for fitted charm [4].

We have verified (see SI Sects. C and D) that the determination of 4FNS charm PDF Eq. (1)
and the ensuing 3FNS intrinsic charm PDF are stable upon variations of methodology (PDF
parametrization basis), input dataset, and values of Standard Model parameters (the charm
mass). We have also studied the stability of our results upon replacing the current NNPDF4.0
methodology [3] with the previous NNPDF3.1 methodology [50]. It turns out that results
are perfectly consistent. Indeed, the old methodology leads to somewhat larger uncertainties,
corresponding to a moderate reduction of the local statistical significance for intrinsic charm,
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Fig. 2 The data included in the EPPS21 laid schematically on the (x,Q2) plane.

E772 [56] and E866 [57] data sets in the form of nu-
clear ratios,

d
2
�
pA

dx2

�
d
2
�
pD

dx2

,
d
2
�
pA

dMdx1

�
d
2
�
pBe

dMdx1

, (15)

where M is the invariant mass of the produced lepton
pair and x1,2 = (M/

p
s)e±y, where y is the rapidity

of the lepton pair. The di↵erential cross sections are
calculated “on fly” with no precomputed grids.

3.3 Dijet production

In the EPPS16 analysis, we used the first CMS 5TeV
single-di↵erential dijet pPb data [58] in the form of a
forward-to-backward ratio. Now, a double-di↵erential
analysis [3] of the same data sample has become avail-
able and this is what we use in the present analysis. We
have already scrutinized these data in Ref. [5] where
they were found to put dramatically strong constraints
on the nuclear modification of the gluon PDFs in the
shadowing and antishadowing regions. The observable
we fit is a double ratio,

R
norm.
pPb

�
⌘dijet, p

ave

T

�
= (16)

1

d�pPb/dp
ave

T

d
2
�
pPb

d⌘dijetdp
ave

T

�
1

d�pp/dp
ave

T

d
2
�
pp

d⌘dijetdp
ave

T

,

where ⌘dijet and p
ave

T
are the average pseudorapidity

and average transverse momentum of the two jets that
make up the dijet,

⌘dijet =
1

2

⇣
⌘
leading + ⌘

subleading

⌘
, (17)

p
ave

T
=

1

2

⇣
p
leading

T
+ p

subleading

T

⌘
. (18)

By self-normalizing the spectra separately in pp and
pPb collisions, a major part of the experimental system-
atic uncertainties cancel and the measurement is there-
fore very precise. Without the self-normalization, the
systematic uncertainties in typical jet measurement can
reach tens of percents. In Ref. [5] the ratio of Eq. (16)
was also found to be very insensitive to the choice of
the baseline proton PDFs as well as to the factoriza-
tion/renormalization scale variations around the cen-
tral choice µ = p

ave

T
. The NLO look-up tables (see

Sect. 4.4) are constructed by using the public NLO-
jet++ [59] code. For more details on the implementa-
tion of the dijet cross sections, see Ref. [5].

3.4 W± and Z production

In the EPPS16 fit, we already included the 5TeV W±

and Z production data from CMS and ATLAS [60,

EPPS21 
2112.12462

~5000 points

~2000 points



LHC data important for proton and nuclear PDFs

• W/Z production

• DY lepton pairs

• High pT jets

• Heavy quarks (c, b)

• Top quarks

• Prompt photons

• W+c, Z+c

• W/Z production

• DY lepton pairs

• Dijets

• Heavy quarks (c, b): 
Charm hadrons

• Light hadrons 
inclusive pions, kaons

• Prompt photons

pp: pPb, γPb: 

ATLAS, CMS, LHCb ALICE, ATLAS, CMS, LHCb



Global analyses of nuclear PDFs



Global analyses of nPDFs: 2022

• EPPS

• EKS98: hep-ph/9807297

• EKPS07: hep-ph/0703104

• EPS08: 0802.0139

• EPS09: 0902.4154

• EPPS16: 1612.05741

• EPPS21: 2112.12462

• nCTEQ

• nCTEQ09: 0907.2357

• nCTEQ15: 1509.00792

• nCTEQ15WZ: 2007.09100

• nCTEQ15HiX: 2012.11566

• nCTEQ15WZSIH: 2105.09873

• nCTEQ15HQ: 2204.09982

• nCTEQ15WZSIHdeut: 2204.13157

• BaseDimuChorus: 2204.13157

• nNNPDF

• nNNPDF1.0: 1904.00018

• nNNPDF2.0: 2006.14629

• nNNPDF3.0: 2201.12363

• TUJU (open source XFitter, fit of proton baseline)

• TUJU19: 1908.03355

• TUJU21: 2112.11904

• KA

• KA15: 1601.00939

• KSASG20: 2010.00555

• nDS

• nDS03: hep-ph/0311227

• DSSZ12: 1112.6324

• HKM/HKN

• HKM01: hep-ph/0103208

• HKN04: hep-ph/0404093

• HKN07: 0709.3038



Similarities and Differences
• Similarities 

• All use the same twist-2 pQCD formalism based on collinear factorisation: 
DGLAP evolution, sum rules, pQCD observables,  minimisation

• Isospin symmetry, region x>1 is neglected in all analyses

• Main differences

• Parametrisation of the boundary conditions at the initial scale : 
different functional forms or neural network

• Choice of analysed data: which processes, kinematic cuts, treatment of correlations, 
normalisation uncertainties

• Analysis of PDF errors: MC replica, Hessian error analysis, Tolerance criterion for 90% CL

• Other differences

• parameters , , , , heavy flavour scheme, perturbative order (NLO, NNLO)

• Deuteron corrections, Target mass corrections, Higher twist contributions

χ2

Q0

Q0 mc mb αs(MZ)



Used data sets I

• lA DIS: backbone of all global analyses

• Data from SLAC, NMC, EMC, BCDMS, FNAL:  
all groups (but different cuts)

• Data from JLAB (CLAS, Hall-C):  
nCTEQ15HiX, EPPS21, KSASG20

•  nuA DIS: quark flavour separation, strange PDF

• CHORUS nu-Pb data: DSSZ12, EPPS16, EPPS21, 
nNNPDF2.0, nNNPDF3.0, BaseDimuCHORUS, KSASG20, 
TUJU19, TUJU21

• NuTeV, CCFR, CDHSW nu-Fe data: Tensions (see 
2204.13157), used by KSASG20, TUJU19, TUJU21

• nuA SIDIS charm production (dimuon data): strange PDF

• NuTeV, CCFR nu-Fe: nNNPDF2.0, BaseDimuCHORUS

Data sets PRD93(2016)085037Data sets

NC DIS & DY

CERN BCDMS & EMC &
NMC
N = (D, Al, Be, C, Ca, Cu, Fe,

Li, Pb, Sn, W)

FNAL E-665
N = (D, C, Ca, Pb, Xe)

DESY Hermes
N = (D, He, N, Kr)

SLAC E-139 & E-049
N = (D, Ag, Al, Au, Be,C, Ca,

Fe, He)

FNAL E-772 & E-886
N = (D, C, Ca, Fe,W)

Single pion production (new)

RHIC - PHENIX & STAR

N = Au

Neutrino (to be included later)

CHORUS CCFR & NuTeV

N = Pb N = Fe
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Di-muon production  fi  Extract s(x) Parton Distribution

N

nµ

µ- µ+

s
c

X

N

nµ

µ+ µ-

s
c

X

12

Extract   s(x) Extract   s(x)

s(x) and  s(x)  are essential in extraction of  Sinq
W

Used in CTEQ6 Fits

W-

g

s

c

CDF: PRL 100:091803,2008.
D0:  PLB666:23,2008.

 s gÆWc at the Tevatron

CDF & D0

Consistent 
with SM 

Also a challenge at LHC

Depends on 
nuclear 

corrections



Used data sets II
• pA DY: disentangle valence and sea quarks

• E772, E866 data:  EPPS16, EPPS21,, nCTEQ15X, KA15, KSASG20,  
DSSZ12, nNNPDF3.0 

• 𝜋-A DY data: EPPS16, EPPS21

• SIH data: gluon distribution  
(weaker impact compared to HQ and dijet data)

• RHIC single hadron production:  
EPPS16, EPPS21, nCTEQ15X (but nCTEQ15HIX)

• LHC single hadron production: nCTEQ15SIH, 
nCTEQ16WZSIH, nCTEQ15HQ,nCETQ15SIHdeut

• LHC W, Z production: gluon, strange distribution

• CMS, ATLAS (ALICE, LHCb) Run I (5 TeV), CMS Run II (8 TeV):  
EPPS16, EPPS21, nCTEQ15WZ, nCTEQ15WZSIH,  
nCTEQ15WZSIHdeut, nNNPDF2.0, nNNPDF3.0, TUJU21
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Used data sets III

• LHC Heavy Quark data: strong constraints on gluon at small-x

• EPPS21 (D-mesons), nCTEQ15HQ (Heavy quarks and quarkonia, Crystal Ball fit), 
nNNPDF3.0 (D-mesons), Bayesian reweighting)

• LHC dijet data: strong constraint on gluon distribution in shadowing and anti-
shadowing region (medium x, medium-small x)

• CMS 5 TeV dijet p-Pb data: EPPS16, EPPS21, nNNPDF3.0

• LHC prompt photon data: gluon distribution (medium x, medium-small x) 
nNNPDF3.0



Comparison with other recent nPDF fits

4 / 13

Order in ↵s

lA NC DIS
⌫A CC DIS

pA DY
⇡A DY

RHIC dAu ⇡0,⇡±

LHC pPb ⇡0,⇡±,K±

LHC pPb dijets
LHC pPb HQ
LHC pPb W,Z
LHC pPb �

Q,W cut in DIS
pT cut in HQ,inc.-h

Data points
Free parameters
Error analysis

Free-proton PDFs
Free-proton corr.
HQ treatment
Indep. flavours

Reference

KSASG20

NLO & NNLO
X
X
X

1.3, 0.0 GeV
N/A
4353

9
Hessian
CT18
no

FONLL
3

PRD 104, 034010

TUJU21

NLO & NNLO
X
X

X

1.87, 3.5 GeV
N/A
2410
16

Hessian
own fit

no
FONLL

4

PRD 105, 094031

EPPS21

NLO
X
X
X
X
X

X
XGMVFN

X

1.3, 1.8 GeV
3.0 GeV
2077
24

Hessian
CT18A

yes
S-ACOT

6

EPJC 82, 413

nNNPDF3.0

NLO
X
X
X

X
XFO+PS

X
X

1.87, 3.5 GeV
0.0 GeV
2188
256

Monte Carlo
⇠NNPDF4.0

yes
FONLL

6

EPJC 82, 507

nCTEQ15HQ

NLO
X

X

X
X

XME fitting

X

2.0, 3.5 GeV
3.0 GeV
1496
19

Hessian
⇠CTEQ6M

no
S-ACOT

5

PRD 105, 114043

Comparison of recent nPDF fits
P. Paakkinen



Updates from nCTEQ



• Preparation of next global release (nCTEQ2024)

• Performed detailed analysis of neutrino DIS data 
Next global analysis use (CHORUS+Dimuon data)

• LHC heavy quark data (gluon)

• Inclusive hadron production data (gluon)

• Explored lower W and Q-cuts using JLAB data

• LHC W/Z production data

• New review of Target Mass Corrections

Towards the next nCTEQ global analysis
nCTEQ nuclear PDFs:

[2204.13157]

[2204.09982]

[2105.09873]

[2012.11566]

[2007.09100]

[2301.07715]



nCTEQHQ nPDFs arXiv:2204.09982

3

FIG. 1: Coverage of the kinematic (pT , ycms)-plane of the quarkonium and open heavy quark production data sets
from proton-lead collisions. ALICE data is shown in red, ATLAS in blue, CMS in orange and LHCb in green. The

dashed and solid contours show the estimated x-dependence for
p
s = 5 and 8TeV, respectively.

factorization at large x, see, e.g. Ref. [47] and references
therein. Nevertheless, it is fair to say that for now
there is no unambiguous microscopic picture of the inner
workings of heavier nuclei.

It should be stressed again, that throughout this paper,
our main underlying assumption is that the twist-2
collinear factorization remains valid also in the case of
eA and pA collisions for the same observables. As it has
been discussed in Refs. [48, 49] this is reasonable, even if
higher twist terms may be enhanced in the nuclear case
up to higher hard scales (/ A1/3). We impose kinematic
cuts on the data to e↵ectively reduce the impact of these
higher twist e↵ects and confirm phenomenologically that
all remaining data is well described. In the future, such
higher twist e↵ects could be modelled to extend the reach
towards data with lower hard scales. One example is the
e↵ects due to fully coherent energy loss [50–52]. These
contributions are formally higher twist (twist 3), but
have been shown to be relevant for hard process data up

to moderately large transverse momenta pT ⇡ 10GeV.
It could therefore be interesting to include such e↵ects
in future global analyses, however more work would be
needed both on the conceptual and the phenomenological
side.

The next section provides an overview of the nCTEQ
framework and the integration of the new data-driven
approach. Following that, we perform and evaluate the
fit of the proton-proton baseline for the theory in Sec. III.
In Sec. IV we present the fits obtained using the HQ data
and evaluate the compatibility between the new and old
data. Finally, in Sec. V we summarize our findings and
give an outlook for future work.

Heavy quark(-onium) data

cover a wide kinematic range 

down to   
 

puts strong constraints

on gluon distribution

x ≲ 10−5

See also 2012.11462

and 1712.07024
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• Data: 

• lA DIS + pA DY 

• LHC W,Z 

•  RHIC/LHC SIH 

•  LHC Heavy quark(-onium)

• 19 fit parameters (3 strange parameters open)

• Heavy quark(-onium) data: 
Data-driven approach relying on the 
following assumptions

• gg-channel dominates

• 2->2 kinematics

4

II. THEORETICAL APPROACH

A. The nCTEQ framework

The nCTEQ project expands upon the foundation
of the proton PDF global fitting analysis by including
the nuclear dimension. In early proton PDF
analyses (e.g. Ref. [53]), the nuclear data was used
to calculate correction factors which were then applied
to the proton PDF fit without any uncertainties.
In contrast, the nCTEQ framework enables full
communication between nuclear and proton data, which
means that observed tensions between data sets can be
investigated through the lens of nuclear corrections.

The details of the nCTEQ15 nPDFs are presented in
Ref. [15]. The current analysis, along with the other
recent nCTEQ analyses, such as nCTEQ15WZ [25],
nCTEQ15HIX [54] and nCTEQ15WZ+SIH [26], is
performed with a new C++-based code nCTEQ++. This
allows us to easily interface external programs such as
HOPPET [55], APPLgrid [56], and INCNLO [57]. In
particular, we work at leading twist and next-to-leading
order (NLO) of QCD for both the PDF and FF evolution
equations as well as the hard scattering coe�cients. The
calculation code for the quarkonia and open heavy quarks
is a partial C++ adaption of HELAC-Onia 2.0 [58] and
uses the data-driven approach explained in Sec. II B
instead of a pQCD calculation.

For the fits in this investigation, we use the same 19
parameters as for the nCTEQ15WZ(+SIH) sets. These
19 parameters include the 16 free parameters of the
nCTEQ15 analysis, with an additional 3 open parameters
for the strange distribution. For the nCTEQ15 set, the
strange PDF was constrained by the relation s = s̄ =
(/2)(ū+d̄) at the initial scale Q0 = 1.3GeV, which
forces it into the same form as the other sea quarks.

Our PDFs are parameterized at the initial scale Q0 =
1.3 GeV as

xfp/A
i (x,Q0) = c0x

c1(1� x)c2ec3x(1 + ec4x)c5 , (2)

and the nuclear A dependence is encoded in the
coe�cients as

ck �! ck(A) ⌘ pk + ak(1�A�bk) , (3)

where k = {1, ..., 5}. The 16 free parameters used
for the nCTEQ15 set describe the x-dependence of
the {g, uv, dv, d̄+ū} PDF combinations, and we do not
vary the d̄/ū parameters; see Ref. [15] for details. As
in the nCTEQ15WZ(+SIH) analysis, we have added
three strange PDF parameters: {as+s̄

0 , as+s̄
1 , as+s̄

2 }; these
parameters correspond to the nuclear modification of the
overall normalization, the low-x exponent and the large-x
exponent of the strange quark distribution, respectively.

In total, the 19 open parameters are:

{auv
1 , auv

2 , auv
4 , auv

5 , adv
1 , adv

2 , adv
5 , aū+d̄

1 , aū+d̄
5 ,

ag1, ag4, ag5, bg0, bg1, bg4, bg5, as+s̄
0 , as+s̄

1 , as+s̄
2 }.

All the fixed parameters are kept as they were in
nCTEQ15.

B. The data-driven approach

Instead of performing the cross section calculations of
the heavy mesons in perturbative QCD, we take the data-
driven approach outlined initially in Ref. [59] and used
for a reweighting study in Refs. [28, 60]. In this approach,
the cross section for two nuclei A and B scattering and
producing a quarkonium or open heavy-flavor meson
Q is calculated as the convolution integral of the two
initial state gluon PDFs f1,g(x1, µ), f2,g(x2, µ) and a

fitted e↵ective scattering matrix element |Agg!Q+X |
2

over the AB ! Q phase space

�(AB ! Q+X) =
Z

dx1 dx2f1,g (x1, µ) f2,g (x2, µ)
1

2ŝ
|Agg!Q+X |

2dPS.

The e↵ective scattering matrix element is parameterized
with the Crystal Ball function

|Agg!Q+X |
2 =

�2ŝ

M2
Q

ea|y|

⇥

8
><

>:

e
�

p2T
M2

Q if pT  hpT i

e
�

hpT i2
M2

Q

⇣
1 + 

n
p2
T�hpT i2
M2

Q

⌘�n
if pT > hpT i

,

(4)

where the five parameters3 �, , hpT i, n and a are then
fitted for each final state Q. We have introduced the
fifth parameter a, which was not present in the original
parameterization [61], to allow for a more accurate
reproduction of the rapidity dependence [62]. The
parameters are then fitted to pp ! Q + X data. Once
the optimal parameters are found, we can also determine
the uncertainty of our Crystal Ball fit via the same
Hessian method used to calculate our PDF uncertainties.
We can then account for these uncertainties by adding
them in quadrature to the systematic uncertainties of
the pPb ! Q + X data. The included final states in
this analysis are D0, J/ , ⌥(1S) and  (2S) mesons.
Note, however, that prompt and non-prompt production
of the same particle need to be considered as two di↵erent
final states. Inclusive production is generally not fitted
separately, but calculated as the sum of the other two.
The exception to this is ⌥(1S), where all available data
is for inclusive production. Other final states, like D± or

3
The parameter name “ hpT i ” is somewhat misleading. The

parameterization was initially invented for a di↵erent purpose,

where this parameter did have the physical meaning of the

particle’s average transverse momentum, but this interpretation

is lost in the current context. However, we decided to keep the

name to keep consistency with previous works.
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with the Crystal Ball function: 
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data-driven approach  

in 1712.07024, 2012.11462  
for heavy quarkonium data  

into the nCTEQ global analysis
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FIG. 8: �2/Ndof values for each data set in the previous nCTEQ15WZ+SIH fit (upper panel) and the new
nCTEQ15HQ fit (lower panel).

TABLE XI: �2/Ndof values for the individual heavy-quark final states, the individual processes DIS, DY, WZ, SIH,
HQ, and the total. The shown �2 is the sum of regular �2 and normalization penalty. Excluded processes are shown
in parentheses. Note that both nCTEQ15 AND nCTEQ15WZ included the neutral pions from STAR and PHENIX.

D0 J/ ⌥(1S)  (2S) DIS DY WZ SIH HQ Total

nCTEQ15 (0.56) (2.50) (0.82) (1.06) 0.86 0.78 (2.19) (0.78) (1.96) 1.23

nCTEQ15WZ (0.32) (1.04) (0.76) (1.02) 0.91 0.77 0.63 (0.47) (0.92) 0.90

nCTEQ15WZ+SIH (0.46) (0.84) (0.90) (1.07) 0.91 0.77 0.72 0.40 (0.93) 0.92

nCTEQ15HQ 0.35 0.79 0.79 1.06 0.93 0.77 0.78 0.40 0.77 0.86
12

FIG. 4: Lead PDFs from di↵erent nCTEQ15 versions. The baseline nCTEQ15 fit is shown in black, nCTEQ15WZ
in blue, nCTEQ15WZSIH in green, and the new fit in red.

FIG. 5: Ratio of lead and proton PDF from di↵erent nCTEQ15 versions. The baseline nCTEQ15 fit is shown in
black, nCTEQ15WZ in blue, nCTEQ15WZSIH in green, and the new fit in red.
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FIG. 3: Comparison between prompt D0 production as predicted in the GMVFNS (red) and with the data-driven
approach (blue). The uncertainties of the GMVFNS predictions come from varying the scales individually by a

factor of 2, such that there is never a factor 4 between two scales. Di↵erent rapidity bins are separated by
multiplying the cross sections by powers of ten for visual clarity.

IV. IMPACT OF HQ DATA ON NPDF FITS

Using the Crystal Ball parameters determined in the
previous section we can now perform a new global nPDF
fit using the available heavy-quark data. The new fits
are using the same framework as nCTEQ15WZ+SIH,
including all settings like open parameters, scales and
cuts for the previously included data. We do not
include the changes made for nCTEQ15HIX [54] and
nCTEQ15⌫ [94] as these developments are mostly
orthogonal to those made in this study and do not
a↵ect the low-x gluon PDF. One minor change from
the previous analyses is the treatment of normalizations.
Previously, �2-penalties were assigned individually for
each a↵ected data set, whereas now they are applied only
once per normalization parameter.

A. Data selection

We add the heavy-quark data sets shown in Tabs. VII
- IX to the new PDF fit for a total of 1484 (548 new,
936 old) data points. Similar to the fragmentation
function uncertainties of the SIH data in Ref. [26], we
can compensate for the theoretical uncertainty of the
data-driven approach by adding the uncertainty from the
Crystal Ball fit as a systematic uncertainty to all new
data sets.

For the new HQ data, we use the same cuts as in the
proton-proton baseline and additionally exclude D0 data
points with pT > 15GeV, because there is no baseline
data. Furthermore, we remove two individual points
from the 2018 LHCb ⌥(1S) data set that are described
very poorly with �2 values of 66 and 26, respectively.
Both points are at the high-pT edge of the experiment’s
kinematic range, which makes systematic errors a likely
explanation, since the remaining 36 data points of the set
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8

FIG. 2: Comparison between prompt J/ production in pp collisions for LHCb[87], ALICE[88] and ATLAS[89]
kinematics as predicted by NRQCD and with the data-driven approach. The uncertainties of the NRQCD

predictions come from scale variation 1/2 < µr/µr,0 = µf/µf,0 = µNRQCD/µNRQCD,0 < 2 around the base scale
µr,0 = µf,0 =

p
p2T + 4m2

c and mNRQCD,0 = mc. Di↵erent rapidity bins are separated by multiplying the cross
sections by powers of ten for visual clarity.
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nNNPDF3.0 [2201.123623]

Process Dataset Ref. ndat Nucl. spec. Theory

NC DIS

NMC 96 [53] 123/260 2D/p APFEL

SLAC 91 [54] 38/211 2D APFEL

BCDMS 89 [55] 250/254 2D APFEL

Fixed-target DY
FNAL E866 [56] 15/15 2D/p APFEL

FNAL E605 [57] 85/119 64Cu APFEL

Collider DY

ALICE W±, Z (5.02 TeV) [58] 6/6 208Pb MCFM

LHCb Z (5.02 TeV) [28] 2/2 208Pb MCFM

ALICE Z (8.16 TeV) [60] 2/2 208Pb MCFM

CMS Z (8.16 TeV) [61] 36/36 208Pb MCFM

Dijet production CMS p–Pb/pp (5.02 TeV) [27] 84/84 208Pb NLOjet++

Prompt photon production ATLAS p–Pb/pp (8.16 TeV) [62] 43/43 208Pb MCFM

Prompt D0 production LHCb p–Pb/pp (5.02 TeV) [28] 37/37 208Pb POWHEG

Table 2.1. The new measurements included in nNNPDF3.0 with respect to nNNPDF2.0. For each dataset, we
indicate the name used throughout the paper, the reference, the number of data points ndat after/before kinematic
cuts, the nuclear species involved, and the codes used to compute the corresponding theoretical predictions. The
datasets in the upper (lower) part of the table correspond to the first (second) group described in the text.

an observable is integrated over rapidity, the centre of the rapidity range is used to compute the values
of x. Data points are classified by process. Data points that are new in nNNPDF3.0 (in comparison to
nNNPDF2.0) are marked with a grey edge.

As customary, kinematic cuts are applied to the DIS structure function measurements to remove data
points that may be a↵ected by large non-perturbative or higher-twist corrections, namely we require Q2

�

3.5 GeV2 for the virtuality and W 2
� 12.5 GeV2 for the final-state invariant mass. Cuts are also applied to

the FNAL E605 measurement to remove data points close to the production threshold that may be a↵ected
by large perturbative corrections. Namely we require ⌧  0.08 and |y/ymax|  0.663, where ⌧ = m2/s and
ymax = �

1
2 ln ⌧ , with m and y the dilepton invariant mass and rapidity and

p
s the CoM energy of the

collision. These cuts were determined in [65] and are also adopted in NNPDF4.0 [24]. Data points excluded
by kinematic cuts are displayed in grey in Fig. 2.1.

The total number of data points considered after applying these kinematic cuts is ndat = 2188; in
comparison, the nNNPDF2.0 analysis contained ndat = 1467 points. Of the new data points, 210 correspond
to LHC measurements and the remaining to fixed-target data. The kinematic coverage of the nNNPDF3.0
dataset is significantly expanded in comparison to nNNPDF2.0, in particular at small x, where the LHCb
D0-meson data covers values down to x ' 10�5, and at high-Q, where the ATLAS photon and CMS dijet
data reaches values close to Q ' 500 GeV.

2.2 General theory settings

The settings of the theoretical calculations adopted to describe the nNNPDF3.0 dataset follow those of the
previous nNNPDF2.0 analysis [26].

Theoretical predictions are computed to next-to-leading order (NLO) accuracy in the strong coupling
↵s(Q). The strong coupling and (nuclear) PDFs are defined in the MS scheme, whereas heavy-flavour
quarks are defined in the on-shell scheme. The FONLL general-mass variable flavour number scheme [66]
with nmax

f = 5 (where nmax
f is the maximum number of active flavours) is used to evaluate DIS structure

functions. Instead, for proton–nucleus collisions the zero-mass variable flavour number scheme is applied;
the only exception being prompt D-meson production which is discussed in Sec. 2.3.4. The charm- and
bottom-quark PDFs are evaluated perturbatively by applying massive quark matching conditions. In the
fit, the following input values are used: mc = 1.51 GeV, mb = 4.92 GeV, and ↵s(MZ) = 0.118, respectively
for the charm and bottom quark masses, and for the strong coupling at a scale equal to the Z-boson mass

5

New data in nNNPDF3.0 w.r.t. nNNPDF2.0

LHCb prompt D-meson production data included via Bayesian reweighting (no fit)
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Kinematic coverage significantly expanded
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Gray edge: new in nNNPDF3.0

Figure 2.1. The kinematic coverage in the (x, Q2) plane of the nNNPDF3.0 dataset. The evaluation of x and Q2 for
the hadronic processes assumes LO kinematics. Data points are classified by process. Data points new in nNNPDF3.0
in comparison to nNNPDF2.0 are marked with a grey edge. Data points excluded by kinematic cuts are filled grey.

MZ .
Predictions are made at LO in the electromagnetic coupling, with the following input values for the

on-shell gauge boson masses (widths): MW = 80.398 GeV (�W = 2.141 GeV) and MZ = 91.1876 GeV
(�Z = 2.4952 GeV). The Gµ scheme is used, with a value of the Fermi constant GF = 1.1663787 10�5 GeV�2.

The fitting procedure relies on the pre-computation of fast-interpolation grids for both lepton–nucleus
and proton–nucleus collisions. The FK table format, provided by APFELgrid [67], is used for all fitted data.
The format combines PDF and ↵s evolution factors, computed with APFEL [68], with interpolated weight
tables, whose generation is process specific. For each of the new LHC datasets included in nNNPDF3.0, this
is detailed in the following. For the datasets already part of nNNPDF2.0, the set-up was detailed in [26].

2.3 New LHC measurements and corresponding theory settings

The new LHC measurements included in nNNPDF3.0 are discussed in the following: inclusive electroweak
boson, prompt photon, dijet, and prompt D0-meson production. For inclusive electroweak boson production
we consider data for di↵erential distributions obtained in pPb collisions. For all other processes, di↵erential
distributions measured in pPb collisions are always normalised to the corresponding distributions in pp
collisions, measured at the same CoM energy. These ratios take the schematic form

dRpPb

dX
=

d�pPb

dX

�
d�pp

dX
, (2.1)

where X represents an arbitrary di↵erential variable. The same form applies to more (e.g. double) di↵erential
quantities. The general rationale for applying this approach is that the LO predictions for prompt photon,
dijet, and prompt D-meson production are O(↵s). As a consequence, the theoretical predictions for the
absolute rates of these processes (at NLO QCD accuracy) are subject to uncertainties due to missing higher
order e↵ects which are typically in excess of the uncertainty related to nPDFs. At the level of the ratio,

6

DIS-Cuts:

• 

•

Q2 > 3.5 GeV2

W2 > 12.5 GeV2

Cuts to FNAL-E605 
p-Cu DY to remove 
points close to the 
production threshold

After cuts:

• 2188 points (3.0)

• 1467 points (2.0)
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Comparison with EPPS16 and nCTEQ15WZSIH
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Figure 4.13. The nNNPDF3.0 predictions for the nuclear modification ratios in lead at Q = 10 GeV, compared
to the corresponding results from the EPPS16 and nCTEQWZ+SIH global analyses. The PDF uncertainty bands
correspond in all cases to 68% CL intervals.

Figure 4.14. Same as Fig. 4.13, now comparing the relative nPDF uncertainties associated to R(A)
f (x, Q).

furthermore their uncertainties are also significantly larger in this region. We remark that the experimental
constraints on the large-x nuclear antiquarks are limited, and hence the methodological assumptions play a
bigger role.

The largest di↵erences between the three groups are observed for the strange PDF: while nNNPDF3.0
and EPPS16 favour small-x shadowing along the lines of the up and down quark sea, nCTEQ displays a
positive nuclear correction of up to 50% for x

⇠
< 0.1 followed by a strong suppression at larger x. It is unclear

what the origin of this di↵erence is, especially since EPPS16 and nCTEQ share the same free-proton PDF
baseline.

It should be noted that, due to DGLAP evolution, the comparison of nuclear modification factors across

30
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EPPS21 [2121.12462] vs EPPS16
• More LHC p-Pb data

•  5 TeV CMS dijet data from (run I) 

• 5 TeV LHCb D-meson data from (run I)

• 8 TeV CMS  data (run II) 

• JLAB DIS data

• Uncertainties due to baseline proton PDF 
uncertainties

• EPPS16:  no W-cut, EPPS21: W>1.8 GeV

• EPPS16: , EPPS21:  

• EPPS16: 20 free parameters,  
EPPS21: 24 free parameters

W±

Δχ2 ∼ 50 Δχ2 ∼ 33
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Fig. 2 The data included in the EPPS21 laid schematically on the (x,Q2) plane.

E772 [56] and E866 [57] data sets in the form of nu-
clear ratios,

d
2
�
pA

dx2

�
d
2
�
pD

dx2

,
d
2
�
pA

dMdx1

�
d
2
�
pBe

dMdx1

, (15)

where M is the invariant mass of the produced lepton
pair and x1,2 = (M/

p
s)e±y, where y is the rapidity

of the lepton pair. The di↵erential cross sections are
calculated “on fly” with no precomputed grids.

3.3 Dijet production

In the EPPS16 analysis, we used the first CMS 5TeV
single-di↵erential dijet pPb data [58] in the form of a
forward-to-backward ratio. Now, a double-di↵erential
analysis [3] of the same data sample has become avail-
able and this is what we use in the present analysis. We
have already scrutinized these data in Ref. [5] where
they were found to put dramatically strong constraints
on the nuclear modification of the gluon PDFs in the
shadowing and antishadowing regions. The observable
we fit is a double ratio,

R
norm.
pPb

�
⌘dijet, p

ave

T

�
= (16)

1

d�pPb/dp
ave

T

d
2
�
pPb

d⌘dijetdp
ave

T

�
1

d�pp/dp
ave

T

d
2
�
pp

d⌘dijetdp
ave

T

,

where ⌘dijet and p
ave

T
are the average pseudorapidity

and average transverse momentum of the two jets that
make up the dijet,

⌘dijet =
1

2

⇣
⌘
leading + ⌘

subleading

⌘
, (17)

p
ave

T
=

1

2

⇣
p
leading

T
+ p

subleading

T

⌘
. (18)

By self-normalizing the spectra separately in pp and
pPb collisions, a major part of the experimental system-
atic uncertainties cancel and the measurement is there-
fore very precise. Without the self-normalization, the
systematic uncertainties in typical jet measurement can
reach tens of percents. In Ref. [5] the ratio of Eq. (16)
was also found to be very insensitive to the choice of
the baseline proton PDFs as well as to the factoriza-
tion/renormalization scale variations around the cen-
tral choice µ = p

ave

T
. The NLO look-up tables (see

Sect. 4.4) are constructed by using the public NLO-
jet++ [59] code. For more details on the implementa-
tion of the dijet cross sections, see Ref. [5].

3.4 W± and Z production

In the EPPS16 fit, we already included the 5TeV W±

and Z production data from CMS and ATLAS [60,

EPPS21 data



EPPS21 vs EPPS16
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Fig. 9 Comparison between the EPPS21 (blue), nCTEQ15WZ (purple) [94], and nNNPDF2.0 (green) [10] average-nucleon
nuclear modifications at Q2 = 10GeV2. The EPPS21 and nNNPDF uncertainties include the free-proton uncertainties but the
nCTEQ15WZ error bands only include the nuclear uncertainty.
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Fig. 10 Comparison between the EPPS21 (blue) and the EPPS16 (gray) [1] average-nucleon nuclear modifications at Q2 =
10GeV2. The EPPS21 uncertainties include the free-proton uncertainties but the EPPS16 error bands only include the nuclear
uncertainty.

smaller in comparison to the uncertainties in bound-
proton nuclear modifications. This is to be expected
as e.g. Rp/A

uV and R
p/A
dV

are strongly anticorrelated as
was demonstrated already in the context of EPPS16
analysis (Ref. [1], Fig. 10). Since the average-nucleon
modifications R

A

uV
and R

A

dV
are both linear combina-

tions of Rp/A
uV and R

p/A
dV

, the uncertainties tend to di-
minish. Similar reasoning applies for the sea-quark nu-
clear modifications. From Fig. 8 we can see that at
small-x the average up-sea modification for lead R

Pb

u

seems to be clearly better constrained than the average
down-sea modification R

Pb

d
. This is because of the fac-

• Largest difference for strange quarks and gluons: much better constrained 
in EPPS21. Gluon due to D-meson and dijet data.  Strange quark due to W, Z 
data and the more precise gluon.



EPPS21 vs nCTEQ15WZ and nNNPDF2.0

• General agreement within the shown 90% CL uncertainties

• : nCTEQ no flavour separation; nNNPDF no DY fixed target data

• Strange quark uncertainty large in nCTEQ15WZ: no neutrino DIS data

ū, d̄
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Fig. 12 The 90% confidence-level EPPS21 (blue), nCTEQ15WZ (purple) [94], and nNNPDF2.0 (green) [10] PDFs in lead at
Q2 = 1.69GeV2 (upper panels) and at Q2 = 10GeV2 (lower panels).



EPPS21 vs nCTEQ15WZ and nNNPDF3.0
Comparison with nNNPDF3.0 and nCTEQ15WZSIH
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All three mostly consistent within uncertainties, but significant differences flavour by flavour

Gluon shadowing+antishadowing established!



Conclusions



• A lot of progress in recent years, more to come!

• HQ-data, di-jet data: much improved gluon

• LHC W,Z data: gluon, strange PDF

• JLAB data: improved determination of valence distributions

• Neutrino data: 

• quark flavour separation

• But tensions with neutrino-iron data, not with neutrino-lead data

• Different groups: EPPS, nCTEQ, nNNPDF,  TUJU, KA, … 
Important to test systematics, new ideas, driving improvements!

Conclusions



• Future:

• More data, more truly global fits, improved precision

• Combined proton PDF and nPDF fits ↔ Lead-only fits

• nPDF fits with photon content

• Fitted charm nPDFs (‘intrinsic nuclear charm’?)

• Better understanding of nuclear (A,Z)-dependence, x-dependence:

• Test of nuclear models

• Test of collinear factorisation

• Competitive lattice calculations (also for nuclei)

Conclusions



Thank you!



Backup



Is there charm in the nucleon wave function?

• Standard approach: Charm entirely perturbative

• Heavy Flavour Schemes

• FFNS: charm not in the proton 
keep logs(Q/m) in fixed order

• VFNS: charm PDF in the proton 
resum logs(Q/m)

• Different Heavy Flavour Schemes = different ways to  
organize the perturbation series

• What is structure? What is interaction?

• Scheme dependence of PDF and of Wilson coefficient

• Freedom to choose the factorization scale

• However, charm not so much heavier than 𝛬QCD 

There could be a sizeable non-perturbative charm  
component 

• Important to test the charm PDF experimentally 

  

LO NLO N2LO N3LO

Full ACOT

ACOT Extension to Higher Orders 29

Based on the Collins-Wilczek-Zee (CWZ) Renormalization Scheme
… hence, extensible to all orders

DGLAP kernels & PDF evolution are pure MS-Bar
Subtractions are MS-Bar

ACOT: mÆ 0 limit  yields  MS-Bar  

with no finite renormalization
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• Large majority of global analyses: 
 
Charm PDF is calculated, there is no fit parameter!

• Boundary condition for DGLAP evolution 
calculated perturbatively:  
(matching condition when switching from nf=3 to nf=4 flavours) 
 
c(x,Q=mc) = 0  @NLO, MSbar

• Is there a (sizable) non-perturbative contribution to the twist-2 charm PDF? 
 
After all, we cannot calculate the strange PDF in perturbation theory and charm is 
not so heavy. So we may fit the charm PDF boundary condition (Fitted Charm)

• Answers can come from:

• global analysis:  need data sensitive to charm  
Fitted Charm vs Perturbatively Generated Charm

• lattice calculations:  even one or two moments would help 

Charm PDFs



Models

• For a review see arXiv:1504.06287

• Most models are concentrated at large x and have 
a precise x-shape but do not predict the scale 
(BHPS, Meson-Baryon models)

• In some models  in others not

• In global analyses also phenomenological models 
with a sea-like charm (broad range in x) are 
analyzed

c(x) = c̄(x)



Brodsky-Hoyer-Peterson-Sakai (BHPS) model
2

Figure 1: Five-quark Fock state |uudQQi of the proton
and the origin of the intrinsic sea.

erated by gluon splitting, their PDFs are always softer
than those of the parent gluon by a factor of (1 � x).
In contrast, the high x intrinsic heavy quark contribu-
tions are kinematically dominated by the regime where
the |uudQQi state is minimally off shell, corresponding
to equal rapidities of the constituent quarks. The result-
ing momentum and spin distributions of the intrinsic Q

and Q can be distinct, e.g., s(x) 6= s(x) since the comov-
ing uudQQ quarks are sensitive to the global quantum
numbers of the proton.

A finite intrinsic charm contribution to the nucleon
has been extracted from lattice QCD. An analysis by the
MILC collaboration [9] yields a probability for the charm
matrix element hN |cc|Ni in the range of 5� 6%, consis-
tent with a four-loop perturbative QCD calculation [10].

While the first experimental evidence of intrinsic heavy
quarks came from the EMC measurement of the large x

charm structure function [11], a variety of other charm
hadron and charmonium measurments are consistent
with the existence of intrinsic charm. Open charm ob-
servables in hadroproduction include forward ⇤c produc-
tion at the ISR [12]1 and asymmetries between leading
and nonleading charm (D mesons which share valence
quarks with the projectile and D mesons which do not,
respectively) measured as functions of xF and pT in fixed-
target experiments, WA89 and WA82 at CERN; E791
and SELEX at Fermilab, see Refs. [13–15] and references
therein. Previous fixed-target J/ measurements also
give indications of important intrinsic charm contribu-
tions, particularly from the nuclear mass, or A, depen-
dence, as measured by NA3 at CERN as well as E772
and, later, E866 at Fermilab, see e.g. [16]. Indeed, the A

dependence, proportional to A
↵, is quite different than

1
Similarly, the coalescence of comoving b, u and d quarks from the

|uudb̄b > intrinsic bottom Fock state in the proton can explain

the high xF production of the ⇤b(udb) baryon, as observed at

the ISR [12].

the ↵ ⇠ 1 expected from extrinsic-type production [17].
At large xF , there are indications of a A

2/3 dependence,
consistent with a nuclear surface-type interaction instead
of the volume dependence of pQCD. In addition, the NA3
collaboration measured double J/ production at for-
ward xF in ⇡A interactions, difficult to explain without
an intrinsic charm mechanism [18]. All of these observ-
ables can be studied with higher energies and luminosi-
ties at AFTER@LHC, making precision measurements
possible for the first time.

In addition to the typical observables for intrinsic
heavy quarks, these intrinsic heavy quarks also con-
tribute to a number of more exotic observables and inclu-
sive and diffractive Higgs production pp ! ppH, in which
the Higgs boson carries a significant fraction of the pro-
jectile proton momentum [19, 20]. There are also impor-
tant implications for intrinsic charm and bottom quarks
in Standard Model physics, as in the weak decays of the
B-meson [21] and a novel solution to the J/ ! ⇢⇡ prob-
lem [22]. AFTER@LHC could also shed light on these
topics.

The rest of this paper is organized as follows. In Sec. II,
we give an overview of the theoretical models predicting
the x-shape (but not the normalization) of the intrinsic
charm and bottom parton distribution functions. In Sec.
III, we discuss the constraints on the normalization of
the intrinsic charm (IC) obtained in global analyses of
PDFs. Section IV is devoted to the intrinsic bottom (IB)
content of the nucleon for which there are currently no
quantitative constraints. In Sec. V we review collider ob-
servables sensitive to an intrinsic charm or bottom PDF.
Finally, in Sec. VI we present our conclusions.

II. THEORETICAL MODELS

The QCD wavefunction of a hadron can be represented
as a superposition of quark and gluon Fock states. For
example, at fixed light-front time, a hadron wavefunction
can be expanded as a sum over the complete basis of free
quark and gluon states: | hi =

P
m |mi m/h(xi, kT,i)

where the color-singlet states, |mi, represent the fluctu-
ations in the hadron wavefunction with the Fock com-
ponents |q1q2q3i, |q1q2q3gi, |q1q2q3cci, etc. The boost-
invariant light-front wavefunctions,  m/h(xi, kT,i) are
functions of the relative momentum coordinates xi =
k
+

i /P
+ and kT,i where ki denotes the parton momenta

and P the hadron momentum. Momentum conservation
demands

Pn
i=1

xi = 1 and
Pn

i=1
~kT,i = 0 where n is

the number of partons in state |mi. For example, as pre-
dicted by Brodsky and collaborators, in the BHPS model
intrinsic charm fluctuations [5, 23] can be liberated by a
soft interaction which breaks the coherence of the Fock
state [24] provided the system is probed during the char-
acteristic time that such fluctuations exist.

Microscopically, the intrinsic heavy quark Fock compo-
nent in the proton wavefunction, |uudcci, is generated by
virtual interactions such as gg ! QQ where the gluons

(a) (b)

Figure 2. (a) CTEQ6.6c0 charm distribution function c(x,Q2) (solid lines) and the sum c0(x,Q2)+
c1(x,Q2) (triangles) where c0 is the radiatively generated CTEQ6.6 charm distribution and c1 is the
non-singlet evolved IC using the BHPS boundary condition (2.15) with the same normalization as
used for the CTEQ6.6c0 charm distribution. Results are shown for the input scale Q

2 = Q
2
0 = m

2
c

and the scale Q
2 = 10000 GeV2. Fig. (b) shows the ratio of the curves in (a).

e.g. 1% for CTEQ6.6c0. For convenience, we list below the first and second moments

(calculated at the input scale) for the sets referred to in the following.

R 1
0 dx c(x)

R 1
0 dx x [c(x) + c̄(x)] ⌘< x >c+c̄

CTEQ6.6 0 0

CTEQ6.6c0 0.01 0.0057

CTEQ6.6c1 0.035 0.0200

As can be seen the actual momentum carried by the charm in the CTEQ6.6c0 and CTEQ6.6c1

fits is equal to ⇠ 0.6% and 2% respectively.

In the following we compare our approximate IC PDFs supplemented with the central

CTEQ6.6 fit, which has a radiatively generated charm distribution, with the CTEQ6.6c0

and CTEQ6.6c1 sets where IC has been obtained from global analysis without the approx-

imations of Sec. 2.2.

In Fig. 2(a) the CTEQ6.6c0 charm distribution function c(x,Q2) is shown (solid lines)

for two scales, Q
2 = 1.69 and 10000 GeV2, in dependence of x. The doted lines have

been obtained as the sum of c0(x,Q2) + c1(x,Q2) where c0 is the radiatively generated

charm distribution using the CTEQ6.6 PDF and c1 is the non-singlet evolved IC using

the boundary condition (2.15) with the same normalization as used for the CTEQ6.6c0

charm distribution. As can be seen in the ratio plot, Fig. 2(b), the di↵erence between

the sum c0 + c1 and the CTEQ6.6c0 charm distribution is tiny at low Q
2, and smaller

than 5% at the higher Q
2. In other words, the IC distribution c1 evolved according to

the decoupled non-singlet evolution equation is in very good agreement with the di↵erence

c� c0 representing the IC component in the full global analysis.

– 8 –

which, however, is very small for bottom quarks.6 We will perform numerical checks of the

validity of our approximations in Sec. 2.5 after having discussed the boundary conditions

for the intrinsic heavy quark distribution.

2.3 Modeling the boundary condition

The BHPS model [13] predicts the following x-dependence for the intrinsic charm (IC)

parton distribution function:

c1(x) = c̄1(x) / x
2[6x(1 + x) lnx+ (1� x)(1 + 10x+ x

2)] . (2.15)

Conversely, the normalization and the precise energy scale of this distribution are not

specified. In the CTEQ global analyses with intrinsic charm [24, 25] this functional form

has been used as a boundary condition at the scale Q = mc leaving the normalization as a

free fit parameter.

We expect the x-shape of the intrinsic bottom distribution b1(x) to be very similar

to the one of the intrinsic charm distribution. Furthermore, the normalization of IB is

expected to be parametrically suppressed with respect to IC by a factor m
2
c/m

2
b
' 0.1.

Therefore, because the scale of the boundary condition is not fixed, the following two

ansatzes for b1 can be considered

Di↵erent Scales : b1(x,mb) =
m

2
c

m
2
b

c1(x,mc) , (2.16)

Same Scales : b1(x,mc) =
m

2
c

m
2
b

c1(x,mc) . (2.17)

In the following we use the Same Scales boundary condition, Eq. (2.17), which remains

valid at any scale Q.

In this case, since c1 = c�c0, it is possible to construct the IB PDF from the di↵erence

of the CTEQ6.6c and the standard CTEQ6.6 charm PDFs at any scale without having to

solve the non-singlet evolution equation for the IB PDF. We will compare the two boundary

conditions in Eqs. (2.16) and (2.17) in Sec. 2.5. Finally, let us note that it would be no

problem to work with asymmetric boundary conditions, c̄1(x) 6= c1(x) and b̄1(x) 6= b1(x),

as predicted for example by meson cloud models [16].

2.4 Intrinsic heavy quark PDFs from non-singlet evolution

For the purpose of this analysis we used the approximation of Sec. 2.2 to produce standalone

IC and IB PDFs that can be used together with any regular PDF set sharing the same

values for the QCD parameters, such as the strong coupling or the quark masses. For the IC

PDF we used Eq. (2.15) to define the initial x-dependence at the scale of the charm mass,

and fixed the normalization to match the one predicted by the CTEQ6.6c0 fit [25]. The IB

PDF was generated using the Same Scales boundary conditions of Eq. (2.17) together with

the same x-dependent input of Eq. (2.15). If not stated otherwise, the normalization for the

6It is also acceptable in case of charm provided that the allowed normalization of IC is not too big.

– 6 –

• Light cone Fock space picture: 

• |uudQQbar> state with heavy quarks connected to valence quarks, 
fundamental property of wave function

• IC PDF: transition matrix element  calculable in old-
fashioned perturbation theory: 

• Intrinsic contribution dominant at large x and on the order O(𝛬2/mQ2) 

|p⟩ = |uud⟩ + |uudg⟩ + | + uudcc̄⟩ + …

|p⟩ → |uudcc̄⟩

P(p → uudcc̄) ∼ [M2 −
5

∑
i=1

k2
⊥i + m2

i

xi ]
−2

The x-dependence predicted by the BHPS model, unknown at which scale:

Typical moments;

PLB93(1980)451



Meson-Baryon models

• 5-quark states from hadronic interactions

• Framework conserving spin/parity

• Non-perturbative mechanisms needed to break 

• EFT which connects IC to properties of the hadronic spectrum 

 

with  where k is meson and P nucleon momentum

• , similar for 

• MB-Model depends on UV cutoff , predicts high-x excess

• Universal cutoff  tuned to ISR  data

c(x, Q2 ≤ m2
c ) = c̄(x, Q2 ≤ m2

c ) = 0

|N⟩ = Z2 |N⟩0 + ∑
M,B

∫ dy fMB(y) |M(y); B(1 − y)⟩

y = k+/P+

c(x) = ∑
M,B [∫

1

x

dȳ
ȳ

fMB(ȳ)cB ( x
ȳ )] c̄(x)

Λ

Λ pp → Λc + X

Hobbs,Londergan,Melnitchouk,PRD89(2014)074008

 

meson-baryon models (MBMs): 5-quark states from hadronic interactions

6
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meson-baryon models (MBMs): 5-quark states from hadronic interactions
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IC (MBM) depends on UV scale parameter, I; predicts high-x excess

7

i

 

IC (MBM) depends on UV scale parameter, I; predicts high-x excess
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A global fit by CTEQ to extract IC

11 

Blue band corresponds to CTEQ6 
best fit, including uncertainty 

Red curves include intrinsic charm of 
1% and 3% (χ2 changes only slightly) 

A global fit by CTEQ to extract intrinsic-charm  

No conclusive evidence for intrinsic-charm  11 
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PDFs with fitted charm ca. 2016PDFs with fitted charm or intrinsic charm (IC)

2017-03-22 5

Several studies conclude that IC 
may carry no more than 1% of the 
proton’s momentum

Constraints depend on data 
selection (e.g., on whether the EMC 
𝐹𝐹2𝑐𝑐 data are included) and 
methodology (CTEQ vs. NNPDF)  

Jimenez-Delgado et al., 
1408.1708 

arXiv:1605.06515

NNLO

NLO

NLO

PoS DIS2015 (2015) 166



The latest IC results from NNPDF
NNPDF, Nature 608 (2022) 7923, 483; 2208.08372Talk by Giacomo Magni

 

recent NNPDF IC analysisiv

 NNPDF have recently claimed 3X evidence for ‘IC’

%  based on local (x-dependent) deviation of FC PDF from perturbative scenario

%  implies crucial dependence on size and shape of PDF uncertainty

%  NNPDF FC distribution is particularly hard, peaking at

%  intriguing behavior at low x
19

NNPDF, Nature 608 (2022) 7923, 483.

 

recent NNPDF IC analysisiv

 NNPDF have recently claimed 3X evidence for ‘IC’

%  based on local (x-dependent) deviation of FC PDF from perturbative scenario

%  implies crucial dependence on size and shape of PDF uncertainty

%  NNPDF FC distribution is particularly hard, peaking at

%  intriguing behavior at low x
19

NNPDF, Nature 608 (2022) 7923, 483.

• NNPDF claims 3-sigma evidence for ‘IC’ (or safer: 3-sigma evidence for non-pert charm)

• Based on local (x-dependent) deviation of FC PDF from perturbative scenario

• Depends crucially on size and shape of PDF uncertainty

• IC PDF quite hard, peaking at 

• Low-x behaviour: 

• rather big differences between NNLO and N3LO matching (perturbative stability?)

• Negative IC at small-x unlike models

• MHOU persists to quite high 

x ≳ 0.4

x ≳ 0.2



The latest IC results from NNPDF
NNPDF, Nature 608 (2022) 7923, 483; 2208.08372Talk by Giacomo Magni

• 3-sigma evidence for ‘IC’ reached with LHCb Z+c data

• Theory uncertainties for these data remain large (showering, final state effects)

• 2.5-sigma significance with baseline data set

• Similar group of experiments in CT18 FC does not yield strong signal (larger 
uncertainties): see 2211.01387 

• Future improvements due to data from: LHC, EIC, CERN FPF, Fixed target experiments

 

specific experiments in NNPDF ICiv

21

 NNPDF approach 3X significance with baseline dataset

%  similar group of expts in CT18 FC do not yield strong signal

 3X significance reached with inclusion of LHCb Z+c data

connected to diUering PDF uncertainty quantifications

%  theory uncertainties for these data (e.g., showering algorithms) remain large

 

specific experiments in NNPDF ICiv

21

 NNPDF approach 3X significance with baseline dataset

%  similar group of expts in CT18 FC do not yield strong signal

 3X significance reached with inclusion of LHCb Z+c data

connected to diUering PDF uncertainty quantifications

%  theory uncertainties for these data (e.g., showering algorithms) remain large



Z+c production at LHC

• Z+c potentially sensitive to IC

• Sizable theory uncertainties: calculated NLO cross section ratio depends on showering, hadronization

• 2022 LHCb 13 TeV data: (Z+c)/(Z+jet) ratios; 3 rapidity bins; most forward bins probes large-x

• NNLO calculations recently available: R. Gauld et al: 2005.03016; M. Czakon et al: 2011.01011 
Not yet implemented in PDF fits

• Need NNLO; control over showering, final state effects

Boetcher,Ilten,Williams, 1512.06666

 

ii Z+c potentially sensitive to IC; sizable theory uncertainties

R. Aaij, et al. (LHCb); arXiv: 2109.08084.

 2022 LHCb 13 TeV data: (Z+c) / (Z+jet) ratios; 3 rapidity bins

% calculated NLO cross-section ratio similarly depends on showering, hadronization

 NNLO calculations recently available, but not implemented in PDF fits

R. Gauld, et al.; arXiv: 2005.03016.

M. Czakon, et al.; arXiv: 2011.01011.
11

NLO Powheg + PY 8

NLO MCFM
diUer due to large 
FSR correction

T. Boettcher, P. Ilten, M. Williams, 1512.06666



Inclusive D meson production at LHCb
INTRINSIC CHARM: LHCB

CTEQ6.6c1/CTEQ6.6
p p � D0 X
GM-VFNS
�S = 7 TeV

2.0 �  y � 2.5
2.5 �  y � 3.0
3.0 �  y � 3.5
3.5 �  y � 4.0
4.0 �  y � 4.5
4.5 �  y � 5.0

pT (GeV)

1

2

3

4

5

6

7

4 6 8 10 12 14 16 18 20

CTEQ6.6c3/CTEQ6.6
p p � D0 X

GM-VFNS

�S = 7 TeV

2.0 �  y � 2.5

2.5 �  y � 3.0

3.0 �  y � 3.5

3.5 �  y � 4.0

4.0 �  y � 4.5

4.5 �  y � 5.0

pT (GeV)

1

1.5

2

2.5

3

3.5

4

4.5

5

4 6 8 10 12 14 16 18 20

CTEQ6.6 updated:
BHPS, 3.5 % (c + c̄) at µ = 1.3 GeV high-strength sea-like charm

‹ large effects expected at large rapidities

H. Spiesberger (Mainz) DIS, 27. 3. 2012 30 / 37

arXiv:1202.0439, arXiv:0901.4130
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nCTEQ15 frameworknCTEQ framework [PRD 93, 085037 (2016), arXiv:1509.00792]

Functional form of the bound proton PDF same as for the
free proton (CTEQ6M, x restricted to 0 < x < 1)

xf
p/A
i (x,Q0) = c0x

c1(1� x)c2ec3x(1 + e
c4
x)c5 , i = uv, dv, g, . . .

d̄(x,Q0)/ū(x,Q0) = c0x
c1(1� x)c2 + (1 + c3x)(1� x)c4

A-dependent fit parameters (reduces to free proton for A = 1)

ck ! ck(A) ⌘ ck,0 + ck,1

�
1�A

�ck,2
�
, k = {1, . . . , 5}

PDFs for nucleus (A,Z)

f
(A,Z)

i (x,Q) =
Z

A
f
p/A
i (x,Q) +

A� Z

A
f
n/A
i (x,Q)

(bound neutron PDF f
n/A
i by isospin symmetry)

7 / 28
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nCTEQ15 data sets PRD93(2016)085037Data sets

NC DIS & DY

CERN BCDMS & EMC &
NMC
N = (D, Al, Be, C, Ca, Cu, Fe,

Li, Pb, Sn, W)

FNAL E-665
N = (D, C, Ca, Pb, Xe)

DESY Hermes
N = (D, He, N, Kr)

SLAC E-139 & E-049
N = (D, Ag, Al, Au, Be,C, Ca,

Fe, He)

FNAL E-772 & E-886
N = (D, C, Ca, Fe,W)

Single pion production (new)

RHIC - PHENIX & STAR

N = Au

Neutrino (to be included later)

CHORUS CCFR & NuTeV

N = Pb N = Fe

8 / 28

Fit details

Fit properties:

fit @NLO

Q0 = 1.3GeV

using ACOT heavy quark scheme

kinematic cuts:
Q > 2GeV, W > 3.5GeV
pT > 1.7 GeV

708 (DIS & DY) + 32 (single ⇡
0)

= 740 data points after cuts

16+2 free parameters

7 gluon

7 valence

2 sea

2 pion data

normalizations

�
2 = 587, giving �

2
/dof = 0.81

Error analysis:

use Hessian method

�
2 = �

2

0 +
1
2
Hij(ai � a

0

i )(aj � a
0

j )

Hij =
@
2
�
2

@ai@aj

tolerance ��
2 = 35 (every

nuclear target within 90% C.L.)

eigenvalues span 10 orders of
magnitude ! require numerical
precision

use noise reducing derivatives
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