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Machine learning techniques in neutrino physics have traditionally relied on simulated data, which provides
access to ground-truth labels. However, the accuracy of these simulations and the discrepancies between sim-
ulated and real data remain significant concerns, particularly for large-scale neutrino telescopes that operate
in complex natural media. In recent years, self-supervised learning has emerged as a powerful paradigm for
reducing dependence on labeled datasets. Here, we present the first self-supervised training pipeline for neu-
trino telescopes, leveraging point cloud transformers and masked autoencoders. By shifting the majority of
training to real data, this approach minimizes reliance on simulations, thereby mitigating associated system-
atic uncertainties. This represents a fundamental departure from previous machine learning applications in
neutrino telescopes, paving the way for substantial improvements in event reconstruction and classification.
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