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What we do

• One of the world’s leading research centres to answer fundamental physics question

What is the Universe made of?

… we only know 4%...

• Analysis of microscopic big bangs 

• Famous for 27km long Large Hadron Collider & 

discovery of Higgs Boson particle in 2012



CERN’s Mission

Training

Science

Collaboration

Technology



Three main areas of operation

CERN is a treasure cove of know-how and technologies.

Accelerators Detectors Computing



Focus: Data Analytics & Machine Learning

1) It is a lot of data

2) It happens very fast

3) We are looking for very small signals



ML Application in high energy physics

Imaging Techniques

Fast SimulationTracking Object Identification

Trigger
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Figure 2: An illust rat ion of the deep convolut ional neural network architecture. The first

layer is the input jet image, followed by three convolut ional layers, a dense layer and an

output layer.

The maxpooling layers performed a 2⇥2 down-sampling with a st ride length of 2. The dense

layer consisted of 128 units.

All neural network architecture t raining was performed with the Python deep learning

libraries Keras [47] and Theano [48] on NVidia Tesla K40 and K80 GPUs using the NVidia

CUDA plat form. The data consisted of the 100k jet images per pT -bin, part it ioned into 90k

training images and 10k test images. An addit ional 10% of the t raining images are randomly

withheld as validat ion data during t raining of the model for the purposes of hyperparameter

opt imizat ion. He-uniform init ializat ion [49] was used to init ialize the model weights. The

network was trained using the Adam algorithm [50] using categorical cross-entropy as a loss
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Data Analytics & Machine Learning

Graphs 

Exploring Graph NNs for 
high-multiplicity problems 
with non-linear distances 

Simulation 

Simulation and 
reconstruction with 
generative DL for 

efficient computation

Use case 
specific

Cross use 
case

Proven CERN capability 

Fast ML

Large scale, science grade data 
analytics and visualization

• Optimization and evaluation for science-grade precision of large data 
sets using advanced data analytics

• Data visualization, interactive plotting (e.g., statistical visualizations,  
uncertainties, distributions), model visualization 

• Large-scale, quality-controlled CERN data as testbed/ benchmark (e.g., 
single data set with 100m examples, >1TB) 

Ultra-fast on-edge 
inference under strict 
latency constraints 

Anomaly detection Industrial controls

Object identification, 
classification, anomaly 
detection in big and 

noisy data sets 

Machine efficiency and 
predictive maintenance with 
industrial control systems

ML in Robotics

Remote maintenance 
and safety with 

autonomous robots 
and computer vision 

Machine design

Determining optimal 
machine design and 

component configuration

In development, opportunity for joint R&D

Quantum ML 

Research quantum 
algorithms to solve 
pattern recognition, 
classification and 

generation problems

Computing 
parallelization 

Training and 
optimization of complex 
NNs on parallelized GPU 

infrastructure

Distributed 
computing

Optimization of 
distributed computing, 
storage, and networks; 
fast I/O for large files 



Focus: White Rabbit Technology

• sub-nanosecond accuracy & picoseconds precision of synchronization of control / data 

acquisition systems

• Gigabit rate of data transfer

• fully open and commercially available hardware, firmware and software

➢ Based on well-established standards

• Ethernet (IEEE 802.3)

• Bridged Local Area Network (IEEE 802.1Q)

• Precision Time Protocol (IEEE 1588)

➢ Extends standards to provide

• Sub-ns synchronization (Now included in IEEE 
1588-2019 High Accuracy Profile)

• Deterministic data transfer

➢ Initial specs: links ≤10 km & ≤2000 nodes



CERN Knowledge Transfer (KT)



KT’s Mission

Maximise the technological and knowledge return to 
society, in particular through Member States industry

Promote CERN as a centre of excellence for 
technology and innovation

Demonstrate the importance and impact of 
fundamental research investments



From CERN technology…

… to society



Knowledge Transfer Tools



Internal Funding Opportunities

>60
Projects funded 

since 2014

56
Projects funded 

since 2011

CERN Knowledge Transfer Fund CERN Medical Applications Budget

37-900k CHF funding received per project

> 3M CHF total funding allocated for projects taking CERN tech into society

7
Projects funded 

in 2022

4
Projects funded 

in 2022





Start a company based on CERN technology or 

know-how

Service & Consultancy

Licensing 

R&D Collaborations

How to collaborate with CERN



Examples



Find out more at kt.cern

Follow us on social mediaSubscribe to the KT newsletter

Visit KT.CERN #CERNKT


