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[Goal: Versatile HT that targets computational time performance versus occupied resources through high parallelization and high clock rate}

~@— Signal o2+ Other HT operations:
e Accumulator filling using the original HT formula in parallel across all incoming

bins.
e Extraction of candidate tracks from the accumulator by applying the original HT
formula "again" across all event clusters in parallel.
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The developed architecture allows to decide which formula of the HT utilize depending
on the best performance achieved or the requirements to reach:

® qA/p,= (9,-¢0)/r;

® ¢,= ¢+ (r*qA/p);
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depending from the necessities. The results shown here are for an
accumulator of 168 bins alongside qA/p, and 48 bins alongside ¢, Worst Negative Slack (WNS): 0.01 ns
considering to use 8 layers of the 13 available with layer threshold for the
road activation of 7 layers.

analysis using events compatible with ATLAS simulation.Two barrel
regions of the I'Tk detecto have been studiedr: the region in 1 [0.1:0.3]
Total Negative Slack (TNS): 0 ns and [0.7:0.9] for the same ¢ region [0.3:0.5] rad. These results are related
to all the range of momentum studied in the qA/p, range [-1.0572 :

1.0572] (A =0.0003 GeV mm™"). Muons and pions tracking were studied.
The performance represent the percentage of truth tracks found.

Number of Failing Endpoints: 0
Total Number of Endpoints: 1367922

Conclusions and Future Steps

The HEP experiments will face several challenges in the next years. Fast tracking in small trigger windows 1s an important requirement for the future. The Bologna group 1s developing an
FPGA implementation of the Hough Transform algorithm to propose as feasible and performing solution for fast tracking HEP experiments. Firmware design has been defined and
consolidated, capable to run at 400 MHz with compact resources utilization. The preliminary physics analysis studies are promising suggesting the possibility to achieve interesting

performance. The next steps for the future months will be focused on the completion of the full detector performance.
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