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b-tagging at collider m%)nfms

A jetis defined as a collimated cone of stable particles arising from fragmentation and hadronization of a parton
after a collision.

displaced
charged

lepton

B-hadrons jet
Bound states involving b-quark

eavy-flavour

- Unique jet features: jet

* Measurable lifetimes (~ 1.5 ps)

» Large track impact parameters : 4

» Displaced secondary vertices and tertiary vertices ~ PV Y
jet

The flavour tagging is of particular importance for the study of the Standard Model (SM) Higgs boson and the top
quark and additionally for several Beyond Standard Model (BSM) resonances.
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CMS experiment — ParticleNet tagger [1] ATLAS experiment — GN1 tagger [2]
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for example as background/signal classificator. [3]
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The AUTOGRAPH pipeline

A tagging GNN-based method for all

Why?

The increasing use of GNNs needs a framework to accelerate the
optimization and evaluation processes for the physicist that
would like to implement a machine learning - based tagger in

their analysis.

How?

The user sets the configuration file which is provided in the
pipeline, wherein he/she can choose the dataset setting, the
network architecture and the training setting. Moreover, he/she
can acquire additional physical information from the feature
ranking or the discriminant plot production.
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Physics analysis
with final state of
the event with jet

signature

Use of the trained
model in the
analysis process
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The AUTOGRAPH
pipeline that
provides a tagger
GNN - based

Train the model
with simplified
interface and save
results on test
dataset
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Graph Neural Networks (GNNs) B Tt
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From the social network to a wide landscape of possible applications

DR 2

(a) Physics (b) Molecule

Graph of a social network Other possible applications
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A single jet can be represented as a GRAPH

Label = 0
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A single jet can be represented as a GRAPH

Label = 0

» Asingle track associated to the jetis
a node of the graph
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A single jet can be represented as a GRAPH

Label = 0

» Asingle track associated to the jetis
a node of the graph

Each track is linked with edges with
all the other tracks (Fully connected

graph)
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GNNs for b-tagging

A single jet can be represented as a GRAPH
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From the MC simulation, the graph
is labelled with the truth flavour
index (in this case a light jet)

A single track associated to the jet is
a node of the graph

Each track is linked with edges with
all the other tracks (Fully connected

graph)
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A single jet can be represented as a GRAPH

@ g From the MC simulation, the graph
2RELS is labelled with the truth flavour

index (in this case a light jet)

The network learns its parameters during the training
with the MC dataset.

16 Once the network is trained its performance can be
evaluated on data

The MC must represent the real data as realistically as
possible.
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Dataset pre-processing Ao
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The pipeline is designed to be compatible with input binary file, but a set of script to Siena, 25= 29 September 2023

convert dataset from different formats to binary are provided.

Dataset setting in the user interface

- Number of events to be processed from the binary file

- Train and test dataset fraction

- Number of nodes per graph that is the number of associated tracks to a single jet
- Number of variables per node that represents the tracks associated to the jet

- Number of global variables that corresponds to the jet features

First automated step: from n-tuples to graphs

INPUT OUTPUT

n-tuples of variables in which
each line collects the jetand the ———
associated tracks features in
binary format

Training and validation datasets
in Pytorch Geometric
DataLoader format
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Network architecture

Network setting in the user interface
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Graph layers type (Graph Convolutional Layer or Graph Attention Layer)
Number of graph layers

Number of hidden nodes per graph layer

Pooling function

Number of linear layers

Second automated step: network construction

Pooled graph
representation

Input graph GCN or GAT layers FCN

= Pooling »

T[]
l

Jet flavour inference
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representation
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Jet flavour inference
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Training setting

Training and storing setting in the user interface
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- Number of epochs which the network has to be trained

- Plot production (variables to plot, plot setting)

- Learning rate (the step size at each iteration while moving toward a minimum of a loss function)
- Batch size (number of samples processed before the model is updated)
- Save performance (output of network, discriminant values, tagging efficiency, background rejection)

Third automated step: training and performance evaluation

Training of the customized model

INPUT OUTPUT

Network inference
- Datasets

e on training and
- Network validation dataset \

/ Loss function, discriminant

Performance evaluation

Feature ranking
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A tagging GNN-based method for all

User interface Automated steps
Configuration file 1. Pre-processing
. Dataset setting
Dataset setting INPUT OUTPUT

n-tuples of variables in
which each line collects
the jet and the associated

Training and validation

 — Number of events
datasets in Pytorch Geometric

— Train dataset fraction

I Number of variables per node DataLoader format

I - Number of global variables tracks features

I - Number of nodes per graph I

______ oo 0 = === 2. Network architecture

E e_tV\Lor_k EeEtlllg ________ | Network setting

I - Graph layers type Pooled graph .

| _ Numger 0¥ 1aye¥-2 | Input graph GCN or GAT layers reg(rjeier‘rgt;atz) A FCN Jet flavour inference
| - Number of hidden nodes I

|2 Pooling layer |

Training setting | - Pooling > —

NN BN BN BN B SIS B G B B S S S - .. I

| - Epochs |

| — Learning rate

1~ Batch size I

——————————————— | 3. Train and validation

Storlng setting Training setting Performance evaluation
P = = = e e e = e = = = 1 INPUT Loss function, discriminant
| - Save performance I OUTPUT

| - Plot production - Datasets ) _

j - Output directory : - Network Network inference Feature ranking
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Simulated dataset Oy ooy P

(IPRD23)

Siena, 25 - 29 September 2023
Madgraph5 aMC@NLO

Computations of cross
sections, generation

e hord evente oo tt next-to-leading order Z'H leading order
matching with event 10~ =1 bijets
generators. o = 10-
—4 104
Pythia 8.302 .
1073, ° 10-5
A general-purpose
Monte Carlo event o 10-5
generator. Generation 1077 —
of high-energy physics 0 260 460 600 860 1000 0 1000 2000 3000 4000
collision events and pricey : pricey]
hadronization. l Egﬁﬁi

1 l-jets
Delphes 3.5.0

Fast multipurpose a
detector response 107
simulation. ATLAS

detector card has been

used for both the o 0 5 10 15 20 25 30 35 40 0 5 10 15 20 25 30 35 40
samples. Number of tracks Number of tracks

1073
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Grid search

tt dataset

Best epoch loss value (Ir=0.001)

7410.646 0.583 0.481 0.325

.3 0.591 0.427 0.17 0.079

0
¥20.617 0.441 0.215 0.092
©
-

3 0.478 0.315 0.12

2 0.575 0.379 0.247
> D o0
Y &

Hidden nodes
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Z’H dataset

Best epoch loss value (Ir=0.001)

74 0.626 0.565 0.451 0.324

3 0.566 0.396 0.154 0.063

780.585 0.398 0.232 0.086

Layers

Hidden nodes
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Each model has been trained for 500
epochs with the learning rate value
fixed to 1073 and a batch size of 500.

These results are obtained on a sample
of 10’000 events.

For both the simulated datasets the
best architecture corresponds to 5
Graph Convolutional Layers and 512
hidden nodes.
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Discriminant (Z'H sample) Feature ranking (Z’'H sample)
Feature importance for 18 features
do 0.613
20 0.581
520 0.577
jet_pt 0.537
10711 EhoverEe 0.523
N_trks 0.522
trk_pt 0.512
3' E err_theta 0.5
© g deta_trk 0.497
% err_curve 0.497
10-2 1 & jet_eta 0.495
] curve_trk 0.486
dphi_trk 0.477
err_phi 0.464
jet_phi 0.459
jet_deltaPhi 0.319
sdo 0.281
jet_deltaEta 0.168
0.0 0.2 0.4 0.6 0.8

Pp
D, =lo ( ) Pytorch Explainer class [4
> =8\ oo+ (L= o yroreh Bxp 4
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J

* The GNNs are applied at general purpose experiments of LHC as flavour tagger and they play a significant role in
identification of track and vertex characteristics.

J

* The AUTOGRAPH pipeline is designed to be applied to a wide range of analysis.

J

% The pipeline is easily customizable and it could provide additionalphysical information along with an advanced GNN-
based flavour tagger.

J

% The user has the possibility to set the whole structure of the jet-graph representation, the features to use and the
network architecture.

For the future:

% Improve and verify the ranking function.

J

% Apply the pipeline to a physics analysis.

J

% Add customizaible options (i. e. different number of nodes per layer).
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