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Outline

u Matrix element emulator

u Tree-level/one -loop

u Pre-unweighting with emulator

u Integrating with a neural network

u Application to sector -decomposed amplitudes
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Matrix element emulation 
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Work with Henry Truong
arXiv:2107.06625, arXiv:2302.04005
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Motivation

u Matrix elements can take a significant amount of CPU to calculate

u Typically difficult to run on GPUs

u Often just to throw away when unweighting

u If precise enough a NN emulation can help:

u A NN model can easily evaluated on GPU, TPU, etc

u Can be easily ported from one platform to another

u Much quicker and parallel evaluation

u First stage unweighting
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Difficulties emulating matrix 

elements

u Singular behaviour in soft and collinear limits makes a straight -

forward emulation difficult:

u Small change in phase -space input results in dramatic change in ME 

value   

u Selection of training set/loss can be difficult:

u The loss can be dominated by singular configurations for loose training cuts

u The extrapolation becomes unreliable if trained on too tight cuts 
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Principle

u We know the behaviour of MEs in soft and collinear limits

u Use a NN to predict the regular factor and use the known analytic 

divergent behaviour

u Use a NLO subtraction -style ansatz to emulate the LO ME

regular divergent

66



Factorisation -aware emulation

u Write amplitude as an ansatz

u Fit the coefficients

u Very redundant parametrisation

u Encourage NN to learn factorisation
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Factorisation -aware emulation

u When approaching a singular limit only the relevant dipole is 
relevant

u Away from all singularities all terms combine to emulate the matrix 
element

u At LO we use Catani -Seymour dipoles, at one -loop we used 
antenna functions

u Azimuthal term added:

u The angle • is the azimuthal angle of the decay particles in the 
plane perpendicular to the parent particle momentum



Results

u E+e- annihilation into jets

u Compare with previous attempt
[arXiv 2002.07516]

u They used a single NN, or a 

decomposition where each NN only 

has to deal with one singularity

u Our results are much more accurate 

using the same size network and 

same training set
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Results

u 5 jets
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Results

u Accuracy limited by NN size and training set, not the ability of the 

model to emulate divergent behaviour

u Use larger NN and larger training set

u Train on 3 different training set

u ώ πȢπρȟπȢππρȟπȢπππρ

u Lower cut means larger range for the matrix element

u Expect lower precision
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Results

u No discernable bias

u 3-4 digits accuracy
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Cross section

u Calculate the error on the total 

cross section for the test set

u The error is smaller than the 

statistical uncertainty 

u The model can be used to 

augment the training set
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Phase-space trajectories

u RAMBO maps unit hypercube to phase -space uniformly

u Follow mapping along a segment connecting two random points



Phase-space trajectories 1515



One -loop amplitudes

u Much more CPU intensive to calculate

u Choose to model the k-factor

u Factorisation is more complicated, we use antenna factorisation
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K-factor ansatz 1717


