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The need for recommendation systems in Astronomy

Science case: SNla cosmology

Standard candles used to measure cosmological distances
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Big data in astronomy
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The need for recommendation systems in Astronomy

Photometric SNIa cosmology

Standard candles used to measure cosmological distances
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If only it were that simple ...
Ideal Supervised learning situation

Training sample

Images, colors,
light curves,
etc.
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Classes

Images, colors,
light curves,
etc.




In astro, training means spectra

Real astro-learning situation

Target sample
(photometry)

(earn

Training sample
(spec confirmed)




Proposal solution ...

Let the algorithm choose the training

amazon

35% or AMAZON’S REVENUE ARE GENERATED
BY IT’S RECOMMENDATION ENGINE.

Given limited [ Sl a
resources, we need Noi's oo
recommendation
systems!




Active Learning

Optimal classification, minimum training

Learn Machine Learning
a model Model

Unlabeled Pool
Labeled Pool
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Annotator
(Human or Machine)

Select
queries

Plot modified from Chowdhury et al., 2021, SPIE Medical Imaqging



https://www.spiedigitallibrary.org/conference-proceedings-of-spie/11603/2579537/Active-deep-learning-reduces-annotation-burden-in-automatic-cell-segmentation/10.1117/12.2579537.short?SSO=1&tab=ArticleLinkFigureTable

AL for SN classification

Static results from simulations
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Classification = Cosmology ?
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https://arxiv.org/pdf/2305.14421

Rubin complications: Every classification is done for a reason

LSST DESC & COIN

RESSPECT

ardation Syster for Spectroscapic ol

RESSPECT:

Recommendation System for Spectroscopic Follow-up
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https://github.com/COINtoolbox/RESSPECT

Take home message:

e "Big data” in astronomy means more
photometry

e Be suspicious of off-the-shelf ML applications to
fundamental sciences

e Optimal results from machine learning will
depend on optimized recommendations
systems with well defined science goals
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Take home message:

e "Big data” in astronomy means more
photometry

e Be suspicious of off-the-shelf ML applications to
fundamental sciences

e Optimal results from machine learning will
depend on optimized recommendations
systems with well defined science goals

How will you (or anyone) get the
data in the era of Rubin?
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Preparing for the future: ZTF as a test ground for Rubin

The data path

. Machine learning
Catalog association

— ° WJ a Streams join
.
[/l ) BROKER

ZTF: 300k alerts per night
LSST: 10 million alerts per night...
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We would like the interesting ones ...



Ongoing science projects

@ Satellite glints — arxiv:2202.05719, 2310.17322 https://fink-broker.org/papers

AGN — ML-based + catalogs — arxiv:2211.10987

} Supernovae & Core-collapse — ML & DL-based — arxiv:2111.11438,2207.04578,2303.08951

} Pair-instability Supernovae — ML-based

} GRB follow-up + Orphan GRB — Fermi, Swift + partnership with SVOM
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] +  Multi-messenger analysis and others!



https://fink-broker.org/papers

Fink EarlySNIa candidates
e

Fink Early SNIa module:
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1'53?? early SNIa e 908 (59%) of which where followed-up &
candidates to TNS spectroscopically by facilities around the world

e 788 (86%) were spectroscopically confirmed
as SNIla 17


https://arxiv.org/abs/1901.06384

For Rubin ...

Automatic re-training
once informative new
labels are made available
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Take home message:

e Recommendation system can (and should) be
used in a variety of science cases

e Fink infrastructure was built to allow smooth
integration of adaptive learning

e Automatization of the machine learning cycle is
essential

e Coordination will be a challenge .. but different
players are preparing for it
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The beauty of an observational science

“... telescopes that merely achieve their stated science
goals have probably failed to capture the most important
scientific discoveries available to them.”

Norris, R. (2017). Discovering the Unexpected in Astronomical Survey Data. Publications of the Astronomical Society of
Australia, 34, E007. doi:10.1017/pasa.2016.63
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Fink Anomaly Detection module

Fink anomaly bot
Active anomaly discovery in the alert stream Median anomaly score overnight: -0.01.

for personalized anomaly detection models
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( ANOMALY MODEL-3 ) «—

ID: ZTF18aazfbvg
DR OID (<1"): 591105200057212

GAL coordinates: 56.739963, -4.841495
EQU: 298.6919835, 18.6325727

UTC: 2023-12-07 03:12:54.999

Real bogus: 0.68

TS score: -0.04

Work lead by Maria Pruzhinskaya (LPCA)

WJ Algorithm from Das, S., et al., 2017, in DEA’17, KDD workshop, arXiv.cs.LG/1708.09441

Implementation by the SNAD team, via coniferest package



https://arxiv.org/abs/1708.09441
https://snad.space/
https://coniferest.readthedocs.io/en/latest/
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Get inspired LF//E

#FinkDreamShots

From OzFink 2023 - Melbourne, Australia - https://www.ozgrav.orq/ozfink-workshop-2023.html



https://www.ozgrav.org/ozfink-workshop-2023.html

What do you want
to see?



