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Who am I?
Grew up in 
small town 
Massachusetts.

First came to Chicago for undergraduate, 
then found myself back again, @ Fermilab 
(Philadelphia↔︎Geneva→Chicago).

Main physics interests: Higgs (problems, 
solutions), Dark Matter, Trigger!

Can find me enjoying the outdoors while I 
can (hiking, swimming, cycling, sailing,…) 
or in a museum (aquarium) when not.
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Why did we build the LHC?
Search for the Standard Model Higgs boson!

Tests the Electroweak theory at high precision
• Higher energies than before, large data-sets

Search for new particles & phenomena
• Explore the unknown: 2j, 2L resonances (Z’, gravitons, Higgs… TeV+)

• Track record of discovery in “2X” final states
• Search for Dark Matter

• WIMP miracle → DM with W/Z/h-like masses, couplings
• Heavy cousins of the top quark?

• SM should have new “top-like” particles to solve hierarchy problems
• …and many more that address other deep questions

• CP violation, matter/antimatter asymmetry, small neutrino masses,…
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Target cross sections are small…
• At 13 TeV, the total cross section is 
σpp = 100 milli-barn

• Our target processes are many 
orders of magnitude more rare
• Higgs boson: 49 pico-barn 

This is (σpp / 2⋅109) !

• Higgsino (150 GeV): 3.8 pb
• Top squark (500 GeV): 0.6 pb

• Even the “most common” processes 
occur only in a fraction of events
• Single-W production: 1 in 106

• High-pT jet (100 GeV): 1 in 105

• Most events: “soft, inelastic QCD”
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… so data sets must be large
Discovering rare phenomena requires many, many pp collisions.
• In 2012, Higgs discovery needed ~10/fb of 8 TeV data.

• Produced 200k Higgs Bosons (Only 0.2% to ɣɣ, 0.01% to 4L).
• This corresponds to 1015 total pp interactions!

The CMS detector takes high-fidelity images of each event, 40 million / sec.
• Each image is ~1 MegaByte → we generate 40 TeraBytes / second.
• Reconstructing each event takes ~1 second.

But reconstructing and storing 1015 collisions would take:
• 1 ZettaByte of data (Recall: Zetta > Exa > Peta > Tera > Giga > …)
• 32 Million years

How does CMS solve this problem? → the thrust of my talk today.
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THE LARGE HADRON COLLIDER �23. The LHC and the ATLAS detector

LHCbLHCb
ATLASATLAS

ALICEALICECMSCMS

Lake GenevaLake Geneva

AlpsAlps

SalèveSalève

LHCLHC
Figure 3.1: Aerial view of Geneva with an overlaid drawing of the LHC and associated experi-

ments [41].

3.1.1 Specifications

The LHC is last step of a multi-stage chain of accelerators called the LHC accelerator complex [42],

shown in Fig. 3.2. Protons are first retrieved from hydrogen atoms and accelerated by the Linac 2

linear accelerator to 50 MeV per proton. The protons are then passed successively to the Proton

Synchotron Booster (PSB), Proton Synchotron (PS), and Super Proton Synchrotron (SPS) where

they are accelerated to 1.4 GeV, 25 GeV, and 450 GeV, respectively. The protons are finally fed into

the LHC where they are maximally accelerated to 4 TeV in 2012 operations, yielding a center-of-mass

collision energy of 8 TeV. This chain is summarized in Table 3.1. At full energy, the protons will

typically circulate the LHC for many hours at a time.

Protons travel around the LHC in two oppositely circulated beams. The proton beams are bent

and focused by powerful superconducting electromagnets, which operate cryogenically at an ultracold

9

√s = 13 TeV 

6.8 TeV
Protons

6.8 TeV
protons

27km of 8T 
magnets

The Large Hadron Collider

13.6 TeV
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√s = 13 TeV 

6.8 TeV
Protons

6.8 TeV
protons

27km of 8T 
magnets

The Large Hadron Collider

GVA airport

The Large Hadron Collider

The LHC is a 
proton bunch collider

CMS
Bunches collide every 25ns

this is “one event”.

Current average is about
~60 pp collisions / bunch

13.6 TeV
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High-pileup data-taking
• Packing each bunch crossing full of more proton-proton collisions is an 

excellent way to accumulate data faster!
• 60x collisions / event → 60x fewer events for a given dataset size
• But are events “60x more complicated”? Yes and no…

Challenge: can you tell the 
interactions apart?
• Charged particles: Silicon 

trackers provide excellent 
vertexing capability.

• Neutral particles are more 
difficult, but can be done 
“on average”.

But the tracking step is most 
computationally expensive!
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• There are many, many ways to produce pairs of jets in LHC collisions
• 8 gluons, and 5 x 3 light quarks!

Typical LHC collision: di-jets

8

A ‘balancing’ 
pair of QCD jets
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Interesting collisions: Higgs(→ZZ)

9

Higgs boson production modes
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Interesting collisions: Higgs(→bb)
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Higgs boson production modes
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Interesting collisions: Dark Matter?

11

Longitudinal view
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= 564 GeV

j1
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Interesting collisions: Dark Matter?
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Interesting collisions: top quark partner?

14

10 jets + a muon 
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Interesting collisions: top quark partner?

10 jets + a muon 
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The CMS Trigger Strategy
The events we are most interested in are largely “spectacular”
• They have striking features not found in most soft QCD interactions

• Electrons, muons, tau leptons, photons, “missing-momentum”
• High-energy objects
• Multiple objects
• Hadronic interactions too: e.g. many high-pT jets, “missing-momentum”

These features can be quickly identified with a subset of the complete 
detector information.
→ This is the role of the CMS Trigger system!
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CMS Trigger Design

17

System should efficiently select "interesting" events to save 

Calorimeter @ Level-1

Level-1 Trigger:
Custom electronics
Simple algorithms
Limited data: calorimeters & muons

High-Level Trigger:
Commercial PCs, GPUs
Tracking, Advanced ML, …

Run 2+3 
trigger 
system
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Machine Learning - ISOTDAQ Valencia - Sioni Summers17.01.2020  24

Machine Learning at L1 Trigger
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CMS Trigger
High-Level 
TriggerL1 Trigger

1 kHz 
1 MB/evt

40 MHz

100 kHz

• Level-1 Trigger (hardware)


• 99.75% rejected


• decision in ~4 μs 

• High-Level Trigger (software)


• 99% rejected


• decision in ~100s ms

• After trigger, 99.99975% of events are gone forever

Offline
L1 Trigger High-Level


Trigger

computing farm

FPGAs

100 ms 1 s1 ns 1 μs

• Typical ‘latency landscape’ of LHC experiment 
• To deploy Machine Learning at the L1 Trigger need to: 

• Be able to execute ML algorithms in O(1μs) 
• Execute these algorithms on FPGAs

68

Parallel advances in ML
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Field Programmable Gate Arrays "compute across space and time"
The underlying technology of LHC triggers

Workhorse of the Level-1 Trigger

18

Enables:
• Highly parallel computation
• High-throughput (Tb/s)

Machine Learning - ISOTDAQ Valencia - Sioni Summers17.01.2020

What are FPGAs?
Field Programmable Gate Arrays are reprogrammable integrated circuits 
See talks “Introduction to Field Programmable Gate Arrays”, “Advanced FPGA 
Programming”, and Labs “FPGA Programming”, “SoC FPGA” at this school 
Contain many different building blocks (‘resources’) which are connected together as 
desired 
Extremely parallel processors 
‘Computing in space as well as time’ 
Processing workhorse of LHC triggers 
 

 26

FPGA diagram

Machine learning algorithms are ubiquitous in HEP  

FPGA usage broad across HEP experiments 
Centered on DAQ and trigger development 

Some early adaptions of ML techniques in trigger [1] 

FPGA development becoming more accessible 

High Level Synthesis, OpenCL 

FPGA interest in industry is growing 
Programmable hardware with structures 
that maps nicely onto ML architectures  

MACHINE LEARNING & FPGAS 7

FPGA 
“programmable hardware” 

DSPs (multiply-accumulate, etc.) 
Flip Flops (registers/distributed memory) 

LUTs (logic) 
Block RAMs (memories)

[1] Carnes et al., https://indico.cern.ch/event/567550/contributions/2629686/

LUTs - generic logic 

DSPs - for multiplication 

BRAM - for local, high-throughput 
storage 

 

Fully re-programmable:
Build custom circuits by connecting:

Memories, Multipliers, and other 
configurable logic blocks

250

which introduced embedded Linux and high bandwidth memory lookup technology to FPGA6704

processing boards, the consortium is developing multiple ATCA board and mezzanine types6705

utilizing a modular design approch, with an emphasis on reusable circuit, firmware and soft-6706

ware elements. The first generation of these boards has passed successful testing as described6707

below. The main processing boards (APx) presently deploy Xilinx Ultrascale+ FPGAs for data6708

processing. The design of the APx is flexibly set up to provide for either one or two large pro-6709

cessing Ultrascale+ FPGAs and to evolve with future FPGA device developments. The APx6710

model uses an integrated CPU/FPGA System-on-Chip device such as the Xilinx ZYNQ for the6711

primary embedded Linux control point. This control uses integrated FPGA logic to allow the6712

Linux system to effectively manage the FPGAs, clock synthesizers, optical modules and other6713

components present in the platform. For thermal management of large FPGAs, the APx ap-6714

proach favors direct soldering of the FPGA on the main ATCA card so as to make maximum6715

use of the standard ATCA slot width of 6HP (1.2 inch) for cooling. Direct soldering provides6716

better electrical connections and optimal heat conduction.6717

6.3.1.2 Hardware Description6718

Figure 6.3: Prototype APd1 Board with 76 Optical Links capable of 28Gbps operation.

APd1 ATCA Card The APd1 (APx Demonstrator 1) is a trigger demonstrator board in the6719

ATCA form factor, based on a single Xilinx XCVU9P FPGA in the C2104 package. The main6720

board hosts 5 subsidiary boards, which are described in this section, including: ELM (Em-6721

bedded Linux Mezzanine), Large Look-up Memory Table Mezzanine (LLUT), an RTM (ATCA6722

Rear Transition Module), IPMC (Intelligent Platform Manager Control ATCA control point),6723

and ESM (Ethernet Switch Mezzanine). After successful testing, these 5 subsidiary boards6724

along with their designs, firmware and software have been presented to and made available to6725

CMS and ATLAS groups. The APd1 has a total of 76 optical links at up to 28Gb/s (depending6726

on Xilinx FPGA speed grade) are supported at 19 Samtec Firefly optical transceiver positions6727

on the main board, and 24 MGT (Multi Gigabit Transceiver) channels are routed to the RTM6728

A prototype 
Trigger board 
for CMS
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Recently, a number of advances have increased the suitability of 
FPGAs for physics applications.

19

Improving technologies:
Typical Run 1 FPGA: 

~50 multiplier units
Target Phase-II FPGA: 

~12k multiplier units

Unlocking FPGAs for physics

Accessible and automated 
design tools:
High-level synthesis (HLS) 
allows non-experts to create 
firmware designs with C code

You and me:
Growing community of 
physicists and engineers 
working to unlock our 
experiments full potential!
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Triggering on electrons & photons
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Triggering on electrons & photons

!

"
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Electromagnetic showers are identified from their shapes in ECal+HCal

→ expect narrow, isolated clusters

Good correspondence between 
the trigger algorithm and full 

“offline reconstruction” →
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Other hadronic algorithms
!

"

!

"#h position

Unmerged  
#h candidate

Merged  
#h candidate

Isolation area

Clusters

!

"

Hadronic tau decays can 
be identified similar to e/ɣ

Jet energies are especially 
sensitive to pileup collisions

176

pmiss
T trigger rate, leading to a large increase of rate at large pileup. To maintain the L1 pmiss

T4889

trigger thresholds while keeping the rates manageable, a pileup mitigation procedure was im-4890

plemented using a lookup table (LUT) to reject TTs below a configurable energy threshold from4891

the pmiss
T calculation, based on the h of the TT, and an estimate of the pileup of the event. The4892

pileup mitigation was re-derived for Run-3, using Monte Carlo (MC) simulation samples con-4893

taining only pileup. This produces a set of TT energy thresholds below which TTs are excluded4894

from the pmiss
T calculation.4895

A comparison of the L1 pmiss
T trigger efficiencies between 2018 and Run-3, for different L1 pmiss

T4896

trigger thresholds that provide the same L1T rate, is shown in Fig. 129. Compared to the 20184897

LUT, the updated Run-3 LUTs show a significant improvement of the efficiency relative to the4898

true pmiss
T in the event. As the LHC conditions evolve, the pileup mitigation will be updated to4899

ensure optimal performance. In the the current tuning, the energy threshold below which TTs4900

are excluded is set such that 99.5% of TTs are excluded.4901

(GeV)miss
T

0 50 100 150 200 250 300 350 400

E
ffi

ci
en

cy

0

0.2

0.4

0.6

0.8

1

13 TeV

| < 5.0η|
2018 L1 MET > 127 GeV
Run3 L1 MET > 98 GeV

CMS Simulation

p

Figure 129: Comparison of the L1 pmiss
T trigger efficiency using 2018 pileup mitigation (circles)

and Run-3 pileup mitigation (squares) for thresholds that provide 4.3 kHz, in Z ! µµ events.
can we actually make the axis and legend fonts larger, then we can make the figure smaller

The e/g and t candidates are constructed by clustering TTs containing energy deposits greater4902

than 1 GeV around a cluster seed tower with an energy deposit of at least 2 GeV. This clustering4903

is done dynamically using the available tower-level information. The cluster is trimmed by4904

removing towers, and a veto based on the trimmed cluster shape is applied, to reject pileup and4905

reduce background rates. A fine-grain veto is applied in the barrel calorimeter that quantifies4906

the compactness of the electromagnetic shower within the seed tower to reject hadron-induced4907

showers. A veto is also applied that requires a low HCAL-to-ECAL energy ratio (H/E) in4908

the seed tower, with different thresholds used in the barrel and the endcap regions. Isolation4909

requirements are applied to set an isolation bit and provide isolated candidates to the GT for4910

dedicated seeds. Merged t candidates are constructed by merging nearby clusters that pass a4911

set of proximity conditions. Energy calibrations for e/g candidates also use the cluster shape4912

and those for t use H/E and the presence of merged clusters, in addition to the pT and h. While4913

no significant changes to either the e/g or t algorithms have been implemented for Run-3, the4914

Missing-pT has slow “turn-on” 
compared to other algorithms.
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Muons
Similar to offline: low hit rates b/c few particles reach muon chambers.

Missing the silicon tracker, which refines this pT measurement.
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10.2.1 Kalman barrel muon track finder (kBMTF)4958

The kBMTF algorithm reconstructs muons in the barrel region using TPs received from the DTs4959

and RPCs via the TwinMux concentrator cards, and has been used online since 2018 [5]. It is the4960

successor of the BMTF algorithm, which was used online between 2016 and 2018. It is based on4961

an approximate Kalman filter algorithm in which muon tracks are reconstructed from detector4962

hits starting from the outermost muon station and propagating inwards while updating the4963

track parameters.4964

In Run-3, the updated version of the kBMTF algorithm mainly improves the displaced-muon4965

triggering performance. The new algorithm retains high efficiency for prompt muon tracks up4966

to dxy ⇡ 50 cm, while the displaced-kBMTF algorithm increases the efficiency of muon tracks4967

with displacements above 50 cm. The expected performance for Run-3 was evaluated using4968

a Run-2 cosmic ray muon data sample in which the displaced algorithm shows efficiencies4969

around 80% for L1 pT > 10 GeV, up to displacements of 100 cm (Fig. 130).4970
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Figure 130: Displaced (blue) and prompt (black) kBMTF trigger efficiencies compared to the
prompt BMTF (red) trigger efficiency with respect to the muon track dxy, obtained using a sam-
ple of cosmic ray muons from 2018 data. The efficiencies are measured using muon candidates
with pT > 10 GeV. The prompt kBMTF improves BMTF efficiencies up to about 90% for up
to 50 cm displacements, while displaced kBMTF retains efficiencies above 80% for up to 90 cm
displacements. axis and legend fonts should be larger

10.2.2 Overlap muon track finder (OMTF)4971

The OMTF builds muon tracks using the TPs from the DTs and RPCs in the barrel and CSCs4972

and RPCs in the endcap. The algorithm for Run-3, which is mostly identical to that of Run-2,4973

uses a Bayes classifier algorithm based on precomputed patterns generated from simulated4974

events to associate hits in each station with the reference hit in the pattern. The patterns con-4975

tain information about muon track propagation and the probability density function of the4976

hit distribution in f with respect to the reference hit. There are 26 patterns for each muon4977

charge, corresponding to pT values between 2 to 140 GeV, that are then used to estimate the4978

pT of the muon track based on the likelihood that the track matches a pattern. In Run-3, the4979

OMTF includes additional patterns to improve displaced-muon triggering. Although the gen-4980

eral structure of the algorithm remains the same, the updated Run-3 algorithm now finds the4981
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Breaking down the total L1 accept rate
The total 100kHz accept rate is split among many different algorithms.

Considerations: physics priorities, event purity, overlapping events,…
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Level-1 trigger rates
Menus with different energy thresholds target different inst. luminosity.

Ideally the rate of accepted events scales linearly with pileup.
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The high-level trigger
Software-based event filtering system (close-to-offline reconstruction).

Consists of 50k CPU cores and 400 GPUs.
11. High-level trigger 199

Figure 142: Pie chart distributions of the processing time for the HLT reconstruction running
only on CPUs (left) and offloading part of the reconstruction to GPUs (right). The slices rep-
resent the time spent in different instances of reconstruction modules (outermost rings), cor-
responding C++ classes (middle rings), and by physics object or detector (innermost rings).
An additional category is included for some modules to indicate computations when offload-
ing to a GPU, copying the results back to the host, and converting them to the legacy format
used by CPU-only modules. The empty slice indicates the time spent outside of the individual
algorithms. Figure: resolution, fonts too small

floaded to GPUs (right). These results were obtained for an HLT configuration representative5603

of the 2022 conditions, running over a sample of 64 000 pp collision events with an average5604

pileup of 56 collisions. The measurements were performed on a machine identical to those5605

used in the HLT farm, as described in Section 9.4, equipped with 2⇥ AMD EPYC Milan 77635606

CPUs and 2⇥ NVIDIA T4 GPUs. The node was configured identically to the HLT farm, with si-5607

multaneous multi-threading (SMT) enabled, NVIDIA multi-process server (MPS) enabled, and5608

running eight jobs in parallel with 32 CPU threads and 24 concurrent events each. The average5609

processing time per event is 690 ms when running only on CPUs and 384 ms when offloading5610

part of the reconstruction to GPUs, corresponding to a speedup of over 40%. The maximum5611

processing time per event for the initial Run-3 event filter farm configuration is 500 ms, as noted5612

in Section 9.5.5.5613

11.4 Data scouting at the HLT5614

A limiting factor for the data-acquisition rate is the bandwidth of the data to record to disk (a5615

few GB/s), not the event rate per se. Thus, if the size of the data per event is reduced, a higher5616

rate of events can be recorded, i.e., using significantly lower trigger thresholds. In the so-called5617

“HLT data scouting”, only the most relevant physics information is stored, as reconstructed by5618

the HLT, and not the complete set of raw data. Scouting was first implemented in Run-1 [285],5619

and was developed further during Run-2, for selected physics objects, such as jets [286] and5620

dimuons [287]. For instance, the HT threshold in the HLT scouting data was reduced from5621

800 GeV to 410 GeV, and this data was used for a search for three-jet resonances [288].5622

A further benefit of HLT data scouting is that events are reconstructed only once, using the5623

resources of the HLT, and thus do not require further computing resources to perform the5624

offline reconstruction step, which is described in Section 12. On the other hand, a complete5625

reprocessing of HLT scouting data not possible. The quality of the scouting data depends5626

on the calibrations and alignments used in the HLT, but these must anyway be kept high to5627

196

Figure 140: Light-flavor jet misidentification rate versus the b jet efficiency for the various b
tagging algorithms. The solid curves show the performance of the DEEPCSV (blue), DEEPJET
(red), and PARTICLENET (magenta) algorithms in the HLT. The dashed curves show the cor-
responding offline performance for DEEPJET (red) and PARTICLENET (magenta) taggers using
offline reconstruction and training. figure resolution, bigger font size, then we can make the figure itself smaller

in Run-2, but that have gone through major improvements over time. These displaced dijet5524

paths are either inclusive, in that they select events with calorimeter HT > 650 GeV and two5525

jets with less than two prompt tracks each, or they are more exclusive and require events with5526

calorimeter HT > 430 GeV and two jets with less than two prompt tracks and at least one5527

displaced track. For Run-3, the displaced jet selections have been improved at the HLT. In5528

particular, the selection on the number of prompt tracks was tightened in order to reduce the5529

rate, while at the same time, the definitions of prompt and displaced tracks were loosened in5530

order to improve the signal efficiency for low-mass LLPs. Furthermore, additional L1T seeds5531

have been added. An L1T seed that requires a single muon in addition to a small amount of HT5532

helps to reduce the displaced dijet HT threshold at the HLT. In addition, the new HCAL timing5533

and depth seeds, described in Section 5.3, bring improved efficiency for LLPs with ct > 0.5 m.5534

All of these improvements to the displaced dijet paths provide better efficiency to trigger on5535

low-mass LLPs, especially those with heavy-flavor decays.5536

In addition to delayed jet paths that use HCAL timing, there are also new HLT paths that5537

exploit the ECAL timing. For LLPs that produce jets with delays of about 1 ns or more, the5538

signal efficiency is improved by an order of magnitude, with respect to the MET triggers that5539

were available for this analysis in Run-2. In particular, there are two different kinds of delayed5540

jet triggers that use ECAL timing at the HLT; there are paths that are seeded by HT, and there5541

are paths that are seeded by L1T t objects. For both seeds, different requirements are made5542

at the HLT, namely, one or two jets, whether those jets are trackless or not, and the amount of5543

timing delay. The paths seeded by HT improve the sensitivity to low-mass LLPs with respect to5544

the MET paths, and the paths that are seeded by L1T t objects increases the efficiency to trigger5545

on Higgs boson decays to long-lived scalars that decay to four b jets as well as to four t leptons5546

in the final state.5547

Average processing time: ~0.5 sec
Tracking offloaded to GPUs.

Secondary vertex reconstruction 
(B decays in jets) is near-offline.
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Neutral LLPs with particularly long lifetimes could decay hadronically beyond the calorime-5548

ters, creating a high-multiplicity shower in the muon system. Such showers are expected to5549

consist of hundreds of hits, but no tracks or jets reconstructed in the inner detectors. Es-5550

sentially, the CMS muon system would act as a sampling calorimeter. As mentioned in Sec-5551

tion 10.2.3, new L1 seeds have been developed to collect these high-multiplicity events in the5552

CSCs. The high-multiplicity triggers (HMTs) at L1 are used to seed several HLT paths. At5553

the HLT, a clustering of hits in the muon system is performed using the Cambridge-Aachen5554

algorithm [283, 284]. The first HMT HLT path reconstructs a single CSC cluster, with stricter5555

cluster requirements than at L1 in order to control the rate. The second HMT HLT path recon-5556

structs a CSC cluster as at L1, and then additionally requires a cluster in the DTs with at least5557

50 hits. The last available HMT HLT path reconstructs a single DT cluster with 50 hits, makes5558

no requirements on CSC clusters, and is seeded by MET triggers at the L1T. As compared with5559

the MET triggers that were available in Run-2, the trigger efficiency for these unique signals is5560

improved by a factors of 3 to 20. depending on the path.5561

Paths for displaced muons at the HLT have also been improved in Run-3. Displaced dimuon5562

paths are seeded by two L1 muons with low pT thresholds and by new displaced kBMTF dou-5563

ble muon seeds with unconstrained pT and dxy, as described in Section 10.2.1. These seeds feed5564

into several types of displaced dimuon paths at the HLT. There are L2 double-muon paths with5565

a pp seed and a veto on prompt muons, complemented by paths that make use of a seed de-5566

veloped for cosmic ray muons. These two paths require displacements of at least 1 cm. Lastly,5567

there are L3 double-muon paths that require displacements of at least 0.01 cm. This suite of5568

HLT paths covers a wide range of displacements and improves the signal efficiency over that5569

of Run-2. The efficiency, measured in a cosmic ray muon sample, recorded in 2022, was mea-5570

sured to be 100% for displacements for dxy < 100 cm for the L2 pp seed + prompt-veto path5571

and 90% for dxy < 350 cm for the L2 cosmic seed + prompt veto path. The efficiency of the L35572

displaced dimuon path is measured to be 85% in the data sample of non-prompt J/y events. At5573

the same time, the background efficiency is small: it is measured to be <1% in Drell–Yan data5574

events for all three displaced dimuon HLT paths.5575

11.3 Run-3 HLT menu composition, rates, and timing5576

Table 15: HLT thresholds and rates of some generic triggers in the Run-3 HLT menu. The rates
were obtained from measurements during an LHC fill in November 2022 and have been scaled
to a luminosity of 2.0 ⇥ 1034 cm�2 s�1.

HLT algorithm Rate
Isolated muon with pT > 24 GeV 250 Hz
Isolated electron with ET > 32 GeV 182 Hz
Particle-flow based pmiss

T > 110 GeV 81 Hz
4 PF jets with pT > 70/50/40/35 GeV with 2 b tag 57 Hz
Two isolated tau leptons with pT > 35 GeV 54 Hz
Muon with pT > 50 GeV 51 Hz
Two electrons with ET > 25 GeV 21 Hz
AK4 PF jet with pT > 500 GeV 16 Hz
Two same-sign muons with pT > 18/9 GeV 10 Hz

While the complete list of HLT paths in the Run-3 HLT menu is too long to be listed here, a rep-5577

resentative sample of some standard triggers with their HLT thresholds and rates is provided5578

in Table 15.5579

Figure 141 shows the “standard physics” HLT rates consumed by each CMS physics group,5580

198

Figure 141: The HLT rate allocation by physics group for the Run-3 menu deployed in Nov
2022, scaled to a luminosity of 2.0 ⇥ 1034 cm�2 s�1. The total rate (blue bar) is the inclusive rate
of all triggers used by a physics group, and the pure rate (green bar) is the exclusive rate of all
triggers unique to that group. The shared rate (orange bar) is the rate calculated by dividing
the rate of each trigger equally among all physics groups that use it, before summing the total
group rate. Fonts too small

estimated from a fraction of events recorded by CMS from a fill taken in November 2022.5581

“Standard physics” refers to the collection of triggers included in the primary data sets whose5582

reconstruction starts within 48 hours after the data were recorded. This does not include data5583

scouting at the HLT or parking triggers, as detailed in Sections 11.4 and 11.5. The average5584

delivered instantaneous luminosity during this fill was 1.8 ⇥ 1034 cm�2 s�1, but the measured5585

rates have been scaled to correspond to a luminosity of 2.0 ⇥ 1034 cm�2 s�1. For the rate mea-5586

surement, events are assigned to a physics group if the group uses at least one of the HLT5587

algorithms that triggered the event. The group categories correspond to the physics analysis5588

working groups: Higgs boson physics (HIG); searches for new physics in boosted signatures5589

(B2G), searches for new physics in final states with imbalanced transverse momentum (SUS),5590

top quark physics (TOP), standard model physics (SMP), B physics (BPH), and searches for ex-5591

otica (EXO). The calibration category corresponds to all HLT algorithms used for subdetector5592

alignment and calibration purposes. The “objects” category corresponds to HLT algorithms5593

used for monitoring and calibration by physics object groups.5594

What can be seen from Fig. 141 is that roughly one third of the menu rate is devoted to stan-5595

dard model physics processes (HIG, SMP, TOP), one third to searches for physics processes5596

beyond the standard model (EXO, SUS, B2G), and the remaining one third to B physics pro-5597

cesses, physics objects (for monitoring and calibration purposes for example) and subdetector5598

calibration. The trigger selection for B physics and LLP (included in EXO) are largely unique5599

to those groups.5600

The distribution of HLT time spent processing the data is shown in Fig. 142. The processing5601

time running only on CPUs (left) is compared to that when part of the reconstruction is of-5602

Each Level-1 trigger path can “seed” one or more HLT paths.
The full list of HLT paths is 500+ items long!  Adds up to ~1000 Hz.

Example: “HLT_Mu17_TrkIsoVVL_Mu8_TrkIsoVVL_DZ_Mass3p8”
Encodes most configurable information pT(1), pT(2), isolation, |z1-z2|, mμμ 
but not all (e.g. muon η, dR, identification quality, …)

Each path can encode a 
long list of selection criteria!
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An analyzer’s perspective
All new searches & measurements must start with a critical question:

How am I going to record the data that contains my events??
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An analyzer’s perspective
All new searches & measurements must start with a critical question:

How am I going to record the data that contains my events??
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Z⇤

Hadronic jet, 
> 200 GeV

Trigger shapes search: look at sub-set of events with a high-energy jet.
Boost the Dark Matter candidates to create “missing momentum”.

Feynman view Detector view

initial state 
radiation

missing 
momentum

low-momentum 
leptons
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How do existing triggers perform?
Can test the standard missing-pT trigger, measure performance in data.

20

Figure 11: The dimuon invariant mass efficiency as a function of M(µµ) for 2017, obtained for
an integrated luminosity of ⇠ 41.5fb�1

Table 4: List of HLT paths applied to the 2018 data sets. ”CR” means all the control regions
excluding the ones mentioned separately.

Region Offline Range HLT path (year : luminosity)

SR,CR 125GeV < pmiss
T && HLT DoubleMu3 DCA PFMET50 PFMHT60

125GeV < pmiss
T

,corr < 200GeV (2018 : 59.3fb�1)

SR,CR pmiss
T

,corr � 200GeV

HLT PFMETNoMu120 PFMHTNoMu120 IDTight
(2018 : 59.8fb�1)

HLT PFMETNoMu120 PFMHTNoMu120 IDTight PFHT60
(2018 : 59.8fb�1)

WZ CR 125GeV < pmiss
T && HLT Mu17 TrkIsoVVL Mu8 TrkIsoVVL DZ Mass3p8

125GeV < pmiss
T

,corr < 200GeV (2018 : 59.8fb�1)

Figure 12: Trigger efficiencies as function of offline pmiss
T measured in both data and simulation

for the 2018 HLT PFMETNoMu120 PFMHTNoMu120 IDTight PFHT60 path for an integrated
luminosity of ⇠ 59.8fb�1.

assigned to the efficiency and the scale factors is computed using the procedure described in425

Section 4.1.2.426

Make an unbiased measurement 
by selecting events with an 
orthogonal trigger (W→μv here).

Not perfectly modeled in simulation  
Must be corrected to ensure we 
predict the expected number of 
events properly!

Still, the efficiency is quite low below 200 GeV. Can we do better?

HLT_PFMETNoMu120_PFMHTNoMu120_IDTight



C. Herwig — Fermilab Users MeetingJun 28, 2023 31

Designing a new trigger path
Specific “cross-triggers” can exploit selections on multiple objects:

L1_DoubleMu3_SQ_ETMHF50_Jet60er2p5_OR_DoubleJet40er2p5
HLT_DoubleMu3_DZ_PFMET50_PFMHT60

Requires: 2 muons with pT > 3 GeV and pT-missing > 60 GeV.
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4.3 Triggers and efficiencies for 2018 21

Figure 13: The 2018 leptonic part efficiency maps for data (MC) on the top (bottom) as a func-
tion of the pT and h of the muons, obtained from an integrated luminosity of ⇠ 59.8fb�1. These
efficiency maps include the (sizeable) DCA efficiency.

4.3 Triggers and efficiencies for 2018 23

Figure 15: The 2018 combined L1 and HLT MET efficiency maps, eMET, for data (MC) on the
top (bottom) with respect to the analysis criteria used offline, corresponding to an integrated
luminosity of ⇠ 59.8fb�1. The efficiency is maps are given as a function of pmiss

T and pmiss,corr
T .

18

Figure 9: The 2017 Dz efficiency maps for data (MC) on the top (bottom) as a function of h(µ1)
and h(µ2) and h, obtained from an integrated luminosity of ⇠ 41.5fb�1. These maps are used
in the range of their validity, h(µ1)� h(µ2) < 2.5, whereas a flat number extrapolation is used
outside this range.

are computed, while the invariant mass cut efficiency is considered to be 100%, based on the406

result of Figure 16. The methods used have been previously described in section 4.2.1.2, so only407

the modifications of these methods will be mentioned and the emphasis will be given on the408

results.409

Using the HLT path HLT IsoMu24, the tag-and-probe method for the leptonic part of the ef-410

ficiency led to the efficiency maps of Figure 13. Similarly to 2016 these do include the DCA411

efficiency.412

The DCA efficiency for 2018 is currently being derived with the same setup as in 2017.413

The calculation of the MET part of the efficiency is exactly the same as the one of 2017 and the414

Pro: recorded significantly more events for the analysis!
Con: trigger is COMPLICATED! Many parts of the efficiency to measure!

m(μμ) pT, |η|(μ) dz(μ1,μ2) pT-miss
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So… how did we collect 1015 events?
Remember, we needed 1015 pp interactions to make 200k Higgs by 2012.
• Pack each bunch-crossing with 20 collisions / event 
• Level-1 Trigger reduces rate from 40MHz to 100kHz. 
Up to this point:

• The total # of events is still 125 Billion
• The total data rate is 100 GB/sec

• The High-Level Trigger farm (50k CPU cores) processes ≥2 events / 
second to “keep up” with the Level-1 trigger output.
• HLT filters keeps 1 in 100 events, with the final 1kHz written to disk.

This means that “only” 1.25 Billion events are stored to disk.
• An offline CPU farm of similar to HLT can reconstruct this in only 

2.5⋅104 seconds (~7 hours)!
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High-luminosity effects at the LHC

33

2 collisions 200 collisions!86 collisions

?
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Trigger-driven tracker design
Large-radius sensors drive pT measurement (lever arm).

Outer layers: 2 stacked sensors with 5cm strips “SS”.
Inner layers: strips (2.4cm) + macro-pixel (1.5mm) “PS”.
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e�

Primary 
vertex
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(pT, ⌘,�, dxy, dz)

PS

SS

§ Certified radiation hardness of all components
§ Built functional 2S and PS modules, certified on bench and in testbeams

Technical Status Overview

January 24-27, 2023Petra Merkel  | 402.02 Outer Tracker -- DOE CD-2/3c IPR p 18

2S prototype PS prototype

pT cut turn-on

Radiation hardness

Charge #1

MPA noise SSA noise

Temperature dependence

Double-layer strip modules provide local pT measurement.
→ Intrinsic mechanism to filter hits from low-pT tracks, 
allows high-pT (2 GeV) track-finding in the trigger system!

Schematic and prototype of a 
“MacroPixel+Strip” module
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CMS Trigger Design (2023)

Muon Trigger

Calorimeter Trigger (e/ɣ, jets, ET,miss)

40 MHz 1 kHz100 kHz

Trigger path
(Low-resolution data)

@ 40 MHz

Data Acquisition path
(High-resolution data)

Trigger 
Decision

Readout Request

High-level trigger Permanent storage3.8μs buffer
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CMS Trigger Design (2023)

Trigger path
(Low-resolution data)

@ 40 MHz

Data Acquisition path
(High-resolution data)

Trigger 
Decision

Readout Request

Track Trigger

Calo Trigger

Muon Trigger

Correlator  
Trigger 

Complete Particle 
Reconstruction & Analysis

40 MHz 1 kHz

7.5 kHz

100 kHz

750 kHz

High-level trigger Permanent storage12.5μs buffer
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Level-1 Trigger system

3. Trigger Algorithms 175
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Figure 3.119: At left, the rate and efficiency are shown as a function of the requirement on Emiss
T

constructed from PF candidates with the PUPPI algorithm applied. The efficiency is shown for
two signals: tt and VBF production of an invisibly-decaying Higgs boson. At right, the signal
efficiency is shown for tt events selected by Emiss

T triggers utilizing different sets of inputs at a
fixed selection rate of 20 kHz. Calculations are shown based on quality tracks originating from
the primary vertex, calorimeter deposits, all PF candidates, and PF candidates with the PUPPI
algorithm applied.

level synthesis (HLS) tools. The number of expected PF candidates after PUPPI to be included4467

in the Emiss
T calculation is expected to be less than 90 in 95% of events based on simulation4468

of tt events with an average of 200 simultaneous collisions per proton-proton bunch crossing.4469

The predetermined pT and f for each candidate is transformed to x- and y-components using4470

lookup tables and accumulated to determine the total Emiss
T in each direction. Components4471

are squared and added to determine the magnitude, while the f coordinate is obtained based4472

on the ratio of components, using lookup tables to perform the division and trigonometric4473

functions. Calculational precision is maintained so that differences with respect to the floating-4474

point calculation are at the sub-% level. The algorithm is implemented with a 240 mHz clock4475

frequency and accepts new inputs at 25 ns intervals. The resource utilization estimated from4476

HLS tools is presented in Table 3.9 for a range of input particle multiplicities.4477

Input PF+PUPPI multiplicity
50 100 150

BRAM 33 (2%) 49 (3%) 65 (4%)
DSP 21 (<1%) 37 (1%) 53 (2%)
FF 3 400 (<1%) 7 900 (<1%) 15 000 (1%)

LUT 6 300 (1%) 12 000 (3%) 18 000 (4%)
Latency 33 ns 75 ns 96 ns

Table 3.9: Summary of the latency and resources required for the PF+PUPPI MET algorithm
for a range of input particle multiplicities. Results use a 240 mHz clock and accept a new set
of inputs every 25 ns. Resource utilization estimates are presented in absolute units and as a
percentage of one VU9P SLR.
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Example: Correlator Trigger
→ 66 processing boards
→ 6-18x time-multiplex factor
→ 1+1.5μs latency budget

One of many trigger 
processing boards:
• 120 x 28 Gbps 

optical links
• UltraScale+ FPGA 

(12k DSP slices)

05-April-2022 APx Update 2

APxF First Boards
▪ Two units assembled (VU13P-1, 

VU9P-2)

▪ Same PCB stackup as APd1

▪ Heat Sink 2X larger than APd1

▪ Testing optical link positions with 
2020 (3.3V only) and 2021 (3.75V 
Tx) Firefly 25X12 Alpha parts and 
production 28X4 part 

▪ All results shown from VU13P FPGA

Building all particles allows for complex algos:
Jet-finding, τ ID, missing-pT w/ neural nets,…

HLS: physicists can program FPGAs w/ C++
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Trigger will enable HL-LHC physics!
High-Luminosity data will dramatically enrich the physics potential of CMS.

Highlights: precision Higgs program & many opportunities for New Physics!
The upgraded Trigger System is critical to unlocking its power.

Trigger is the first step of your physics analysis!

Thanks for listening!

Available on the CERN CDS information server CMS PAS FTR-22-001

ATL-PHYS-PUB-2022-018

CMS Physics Analysis Summary

Contact: cms-phys-conveners-ftr@cern.ch 2022/04/13

Snowmass White Paper Contribution: Physics with the

Phase-2 ATLAS and CMS Detectors

The ATLAS and CMS Collaborations

Abstract

The ATLAS and CMS Collaborations actively work on developing the physics pro-

gram for the High-Luminosity LHC. This document contains short summaries of

physics contributions to the Energy Frontier and to the Rare Processes and Preci-

sion Measurements groups of Snowmass 2021. The summary is based on the physics

potential estimates that were included in the CERN Yellow Report “Physics at the

HL-LHC, and Perspectives for the HE-LHC”, and also contains a number of recent

results.

c� 2022 CERN for the benefit of the CMS and ATLAS Collaborations. CC-BY-4.0 license
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For more details:
→ CERN Yellow Report
→ ATLAS/CMS Snowmass reports
→ Trigger TDRs


