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Abstract

Abstract: The performance of CMS simulation and reconstruction software will be

critical given the resource constraints on CPU and memory for the high luminosity

LHC. Profiling the CPU and memory usage of the simulation and reconstruction

software with every release is essential to ensure that performance remains stable or

improves. Several profilers are available for profiling CMS software including Igprof

and Intel Vtune. This project involves profiling with both profilers for each new

release of CMSSW.
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Overview



● A profiler is software that:

-Records snapshots of code performance on CPU.

-Reports the sum of time spent in functions and their children.

-Reports the sum of memory allocated and used in functions and their children.

Profilers to be used:

Ignominous Profiler:

● Igprof - fast and lightweight, handle loaded shared libraries, threads and sub-processes.

● It currently works on Linux (ia32, x86_64). Eons ago it worked also on Mac OS X (PPC).

● IgProf can be run in one of three modes: as a performance profiler, as a memory profiler, or in

instrumentation mode.

● When used as a performance profiler it provides statistical sampling based performance profiles of the

application.

● When used as a memory profiler information about both memory leaks and the total dynamic memory

allocations are available.

● It can also be used to obtain a profile the live memory allocations in the heap at any given instant during

the application run, although this requires a small code modification to signal from within your application

the appropriate time to obtain the profile.

Introduction



Intel Vtune:

Vtune - Analysis and tuning tool that provides various examinations of performances.

Use VTune Profiler to locate or determine:

● The most time-consuming (hot) functions in your application and/or on the whole system

● Sections of code that do not effectively utilize available processor time

● The best sections of code to optimize for sequential performance and for threaded performance

● Synchronization objects that affect the application performance

● Whether, where, and why your application spends time on input/output operations

● Whether your application is CPU or GPU bound and how effectively it offloads code to the GPU

● The performance impact of different synchronization methods, different numbers of threads, or

different algorithms

● Thread activity and transitions

● Hardware-related issues in your code such as data sharing, cache misses, branch misprediction, 

and others.

N.B. For this analysis, I took the descriptive analysis approach as the data changes on a daily 

basis. I selected data from the 31st day of July(1100 hours CERN time) as the sample.

Continuation of profilers to be used…



● Connect to the CMSLPC cluster.

● Learn how to run CMS software.

● Learn how to run the profiler on CMS software.

● Compare the text output of the profiler for each release

-What are the top 5 functions for CPU usage.

Work to do



● Connect to the CMSLPC cluster.

● Set up the CMS environment and Vtune profiler for every session.

● Create a CMSSW integration build release project area in the nobackup directory.

The following steps are done for Run 3 and HL LHC

● Copy the configuration files necessary for a reconstruction job for {insert name of

workflow}.

● Check that vtune created the profile.

● Generate a vtune hotspots report to get the top functions by CPU usage.

● Generate a vtune gprof_cc report to the callgraph of reconstruction.

● Generate a Vtune call stacks report to get the call stacks of reconstruction

● Generate a gprof2dot dump of the gprof_cc text report

● Get the igprof reports directly.

Method



Process



Results: Vtune Hotspots Report



Results: Vtune Hotspots report



Results: Vtune gprof_cc report



Results: Vtune gprof_cc report



Results: Vtune call stacks report



Results: Vtune call stacks report



Results: gprof2dot dump of the gprof_cc text report



● Parallelism refers to how efficiently the code is threaded and the identification of

threading issues that impact performance. In simply terms, parallelism refers to

what vtune could note of the threads in that % of time. According to the results, Run

3 recorded Parallelism is 14.7% and for HL LHC is 12.5%.

● Run 3 and HL LHC have two identical functions, namely Cellular

Automation::createAndConnectCells and magfieldparam::BCycl<float>::compute

(but they have different CPU time).

● HL LHC has more tracks hence the functions consume more CPU time compared to

Run 3.

Discussion



● Segmentation faults can happen in IB and that’s the best place to catch

them before they go to production.

● Importance of Critical thinking.

● Attention to detail as some programming languages are case sensitive.

● Working in Python, SQL, Pandas- Python Data Analysis Library.

● I’m interested in Data Science.

● Susy is not only a Hebrew girl name but an abbreviation for a Super

symmetrical particle (SUSY).

● I just know of the tip of the iceberg when it comes to Physics.

What I learnt



Introduction (intel.com)

IgProf, The Ignominous Profiler

Configure VTune parallelism? - Intel Community
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