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Getting to know each other 
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- About me 

- Gamma rays and dark matter search 

- Fermi LAT, CTA 

- You? 

- PP/Cosmo/Astro partition? 

- How many familiar with  

- Fermi acceleration? 

- Diffusion equation in the Galaxy?



Outline
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- Bits of history and the ‘big picture’ 

- Cosmic rays: 

- Acceleration and propagation of CRs 

- Observations/measurements 

- State of the art: what we learned and open questions   

- Gamma rays:  

- ‘Components’ of the high-energy sky 

- What are the observational tools 

- Where are we now - latest results
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- De Angelis, Pimenta “Introduction to Particle and Astroparticle 
Physics” 

- Gabriele Ghisellini, “RADIATIVE PROCESSES IN HIGH ENERGY 
ASTROPHYSICS”, 1202.5949
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Astronomy is an ancient discipline, that started by using our eyes as the main tool
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Astronomy is an ancient discipline, that started by using our eyes as the main tool

Impressive progress from first Galileo’s telescopes (early 17th century), to modern 
day astronomy

[astro-photography (early 1900) of the 
Andromeda ‘nebula’]  

[Hubble deep field image]
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Astronomy is an ancient discipline, that started by using our eyes as the main tool

However, it took going to high  
energies (gamma rays) and 
discovery & studies of charge 
CRs to realise the deep intimate 
connection between the cosmic 
messengers and fundamental 
questions of  nature
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Key events: 

- 1785, Coulomb noticed that electroscopes 
discharge spontaneously 

- noticed discharge happens in the presence of 
radioactive materials (1800s) - ions in the air 

  

- Terrestrial origin of the radioactivity  that 
discharge electroscopes was a commonplace 
assumption

72 3 Cosmic Rays and the Development of Particle Physics

Fig. 3.1 The electroscope is a device for detecting electric charge. A typical electroscope (the
configuration in the figure was invented at the end of the eighteenth century) consists of a vertical
metal rod from the end of which two gold leaves hang. A disk or ball is attached to the top of
the rod. The leaves are enclosed in a glass vessel, for protection against air movements. The test
charge is applied to the top, charging the rod, and the gold leaves repel and diverge. By Sylvanus P.
Thompson [public domain], via Wikimedia Commons

Radium B, ... indicated several isotopes of the element today called radon, and also
some different elements) underwent transmutations bywhich they generated radioac-
tivity; these processes were called “radioactive decays.” A charged electroscope
promptly
discharges in the presence of radioactive materials. It was concluded that the dis-
charge was due to the emission of charged particles, which induce the formation of
ions in the air, causing the discharge of electroscopes. The discharge rate of elec-
troscopes was used to gauge the radioactivity level. During the first decade of the
twentieth century, several researchers in Europe and in the New World presented
progress on the study of ionization phenomena.

Around 1900, C.T.R. Wilson1 in Britain and Elster and Geitel in Germany
improved the sensitivity of the electroscope, by improving the technique for its
insulation in a closed vessel (Fig. 3.2). This improvement allowed the quantitative
measurement of the spontaneous discharge rate, and led to the conclusion that the
radiation causing this discharge came from outside the vessel. Concerning the origin
of such radiation, the simplest hypothesis was that its would be related to radioactive
material in the surrounding of the apparatus. Terrestrial origin was thus a com-
monplace assumption, although experimental confirmation could not be achieved.
Wilson did suggest that atmospheric ionization could be caused by a very penetrating
radiation of extraterrestrial origin. His investigations in tunnels, with solid rock for

1Charles Thomson Rees Wilson, (1869–1959), a Scottish physicist and meteorologist, received the
Nobel Prize in Physics for his invention of the cloud chamber; see the next chapter.
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Key events: 

- ~1900 Wilson entertained  a possibility 
that this radiation could be of 
extraterrestrial origin.  

- He measured discharge in tunnels, with 
solid rock for shielding overhead, 
however no reduction in ionization was 
observed. The hypothesis of an 
extraterrestrial origin, was dropped. 
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Key events: 

- 1909 - Father Theodor Wulf, designed highly 
precise and portable electroscope and 
measured the ionization rate at the top of the 
Eiffel tower in Paris, about 300 m high. 

- he observed that the radiation intensity 
“decrease at nearly 300 m [altitude] was not 
even to half of its ground value,” while “just a 
few percent of the radiation” should remain if it 
did emerge from ground. 

- The idea of extraterrestrial origin of this ‘radiation’ was back in the game!
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Key events: 

- 1909 - Father Theodor Wulf, designed highly 
precise and portable electroscope and 
measured the ionization rate at the top of the 
Eiffel tower in Paris, about 300 m high. 

- he observed that the radiation intensity 
“decrease at nearly 300 m [altitude] was not 
even to half of its ground value,” while “just a 
few percent of the radiation” should remain if it 
did emerge from ground. 

- The idea of extraterrestrial origin of this ‘radiation’ was back in the game!

Note how cri
tica

l are experim
ental advances 
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Key events: 

- 1911-1912 A series of balloon flights 
by the Austrian physicist Victor Hess 
settled the issue.  

- Flew up to 5200 m: the ionization rate 
first passed through a minimum and 
then increased considerably with 
height  

- An unknown radiation from space 
with extreme penetrating power 
was causing the ionization.  

- No mentioning of cosmic rays or 
particles.   

[V. F. Hess (1912). "Über Beobachtungen der 
durchdringenden Strahlung bei sieben Freiballonfahrten". 
Physikalische Zeitschrift 13: 1084–1091] 

3.1 The Puzzle of Atmospheric Ionization and the Discovery of Cosmic Rays 77

Fig. 3.6 Variation of ionization with altitude. Left panel Final ascent by Hess (1912), carrying two
ion chambers. Right panel Ascents by Kolhörster (1913, 1914)

After the 1912 flights, Hess coined the name “Höhenstrahlung.” Several other
nameswere used for the extraterrestrial radiation: Ultrastrahlung, Ultra-X-Strahlung,
kosmische Strahlung. The latter, used byGockel andWulf in 1909, inspiredMillikan3

who suggested the name “cosmic rays,” which became generally accepted.
The idea of cosmic rays, despite the striking experimental evidence,was not imme-

diately accepted (the Nobel prize for the discovery of cosmic rays will be assigned
to Hess only in 1936). During the 1914–1918 war and the years that followed, very
few investigations of the penetrating radiation were performed. In 1926, however,
Millikan and Cameron performed absorptionmeasurements of the radiation at differ-
ent depths in lakes at high altitudes. They concluded that the radiation was made of
high energy γ rays and that “these rays shoot through space equally in all directions,”
and called them “cosmic rays.”

3Robert A.Millikan (Morrison 1868—Pasadena 1953) was an American experimental physicist,
Nobel Prize in Physics in 1923 for his measurements of the electron charge and his work on the
photoelectric effect. A scholar of classical literature before turning physics, he was president of
the California Institute of Technology (Caltech) from 1921 to 1945. He was not famous for his
deontology: a common saying at Caltech was “Jesus saves, and Millikan takes the credit.”

76 3 Cosmic Rays and the Development of Particle Physics

Fig. 3.5 Left Hess during the balloon flight in August 1912. [public domain], via Wikimedia
Commons. Right one of the electrometers used by Hess during his flight. This instrument is a
version of a commercial model of a Wulff electroscope especially modified by its manufacturer,
Günther and Tegetmeyer, to operate under reduced pressure at high altitudes (Smithsonian National
Air and Science Museum, Washington, DC). Photo by P. Carlson

Hess started by studyingWulf’s results. He carefully checked the data on gamma-
ray absorption coefficients (due to the large use of radioactive sources he will loose a
thumb) and, after careful planning, he finalized his studies with balloon observations.
The first ascensions took place in August 1911. From April 1912 to August 1912, he
flew seven times, with three instruments (one of them with a thin wall to estimate the
effect of β radiation, as for a given energy electrons have a shorter range than heavier
particles). In the last flight, on August 7, 1912, he reached 5200 m (Fig. 3.5). The
results clearly showed that the ionization rate first passied through a minimum and
then increased considerablywith height (Fig. 3.6). “(i) Immediately above ground the
total radiation decreases a little. (ii) At altitudes of 1000–2000m there occurs again
a noticeable growth of penetrating radiation. (iii) The increase reaches, at altitudes
of 3000–4000 m, already 50% of the total radiation observed on the ground. (iv) At
4000–5200m the radiation is stronger [more than 100%] than on the ground.”

Hess concluded that the increase in the ionization rate with altitude was due to
radiation coming from above, and he thought that this radiationwas of extraterrestrial
origin. His observations during the day and during the night showed no variation and
excluded the Sun as the direct source of this hypothetical radiation.

The results by Hess would later be confirmed by Kolhörster. In flights up to
9200m, Kolhörster found an increase in the ionization rate up to ten times its value
at sea level. The measured attenuation length of about 1km in air at NTP came as a
surprise, as it was eight times smaller than the absorption coefficient of air for γ rays
as known at the time.
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Key events: 

- Some scientists were sceptical, 
especially Millikan in the USA. He 
could NOT confirm results with an 
unmanned balloon flight to 15 km 
over Texas.  

- Millikan finally accepted the latitude 
effect after making measurements 
from airplanes in 1933.  

-  He coined the name "cosmic rays."  

- In Central Europe, the names 
‘Höhenstrahlung’ (high-altitude 
radiation) and ‘Ultra-Gammastrahlung’ 
became current.  

- It took a long time before the particle 
nature and composition of cosmic rays 
were understood. 

3.1 The Puzzle of Atmospheric Ionization and the Discovery of Cosmic Rays 77

Fig. 3.6 Variation of ionization with altitude. Left panel Final ascent by Hess (1912), carrying two
ion chambers. Right panel Ascents by Kolhörster (1913, 1914)
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nameswere used for the extraterrestrial radiation: Ultrastrahlung, Ultra-X-Strahlung,
kosmische Strahlung. The latter, used byGockel andWulf in 1909, inspiredMillikan3

who suggested the name “cosmic rays,” which became generally accepted.
The idea of cosmic rays, despite the striking experimental evidence,was not imme-

diately accepted (the Nobel prize for the discovery of cosmic rays will be assigned
to Hess only in 1936). During the 1914–1918 war and the years that followed, very
few investigations of the penetrating radiation were performed. In 1926, however,
Millikan and Cameron performed absorptionmeasurements of the radiation at differ-
ent depths in lakes at high altitudes. They concluded that the radiation was made of
high energy γ rays and that “these rays shoot through space equally in all directions,”
and called them “cosmic rays.”

3Robert A.Millikan (Morrison 1868—Pasadena 1953) was an American experimental physicist,
Nobel Prize in Physics in 1923 for his measurements of the electron charge and his work on the
photoelectric effect. A scholar of classical literature before turning physics, he was president of
the California Institute of Technology (Caltech) from 1921 to 1945. He was not famous for his
deontology: a common saying at Caltech was “Jesus saves, and Millikan takes the credit.”
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Commons. Right one of the electrometers used by Hess during his flight. This instrument is a
version of a commercial model of a Wulff electroscope especially modified by its manufacturer,
Günther and Tegetmeyer, to operate under reduced pressure at high altitudes (Smithsonian National
Air and Science Museum, Washington, DC). Photo by P. Carlson

Hess started by studyingWulf’s results. He carefully checked the data on gamma-
ray absorption coefficients (due to the large use of radioactive sources he will loose a
thumb) and, after careful planning, he finalized his studies with balloon observations.
The first ascensions took place in August 1911. From April 1912 to August 1912, he
flew seven times, with three instruments (one of them with a thin wall to estimate the
effect of β radiation, as for a given energy electrons have a shorter range than heavier
particles). In the last flight, on August 7, 1912, he reached 5200 m (Fig. 3.5). The
results clearly showed that the ionization rate first passied through a minimum and
then increased considerablywith height (Fig. 3.6). “(i) Immediately above ground the
total radiation decreases a little. (ii) At altitudes of 1000–2000m there occurs again
a noticeable growth of penetrating radiation. (iii) The increase reaches, at altitudes
of 3000–4000 m, already 50% of the total radiation observed on the ground. (iv) At
4000–5200m the radiation is stronger [more than 100%] than on the ground.”

Hess concluded that the increase in the ionization rate with altitude was due to
radiation coming from above, and he thought that this radiationwas of extraterrestrial
origin. His observations during the day and during the night showed no variation and
excluded the Sun as the direct source of this hypothetical radiation.

The results by Hess would later be confirmed by Kolhörster. In flights up to
9200m, Kolhörster found an increase in the ionization rate up to ten times its value
at sea level. The measured attenuation length of about 1km in air at NTP came as a
surprise, as it was eight times smaller than the absorption coefficient of air for γ rays
as known at the time.
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Next steps:

- In 1933, three independent experiments by 
Alvarez and Compton, Johnson, and Rossi, 
discovered that close to the equator there 
were more cosmic rays coming from West 
than from East —> cosmic rays are mostly 
positively charged, and thus most probably 
protons. 
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Next steps: 

- 1933 Rossi and (later) Pierre Auger observed the coincidence of cosmic ray particle 
counts between separated counters, and discovered air showers. 
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- Note that theoretical progress went ‘hand-in-hand’: at the end of the 1920s, 
scientists put together relativity and quantum mechanics, and the discoveries 
following these attempts changed completely our view of nature. A new window was 
going to be opened: antimatter.

Schrödinger HeisenbergPauli

Marie Curie

Planck Lorenz

Dirac

Einstein

Bohr

Compton deBroglie
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Just the beginning! Enter the renaissance of (particle) physics 

- The obvious next step was to investigate the nature of such particles, and to use 
them to probe matter in detail, much in the same way as in the e.g. Rutherford 
experiment. 

- Particle physics thus started with cosmic rays, and majority of early fundamental 
discoveries were made thanks to cosmic rays. 
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Just the beginning! Enter the renaissance of (particle) physics 

- Fundamental tool - cloud chamber (in a magnetic field)

3.2 Cosmic Rays and the Beginning of Particle Physics 89

Fig. 3.9 The first picture by Anderson showing the passage of a cosmic antielectron, or positron,
through a cloud chamber immersed in a magnetic field. One can understand that the particle comes
from the bottom in the picture by the fact that, after passing through the sheet of material in the
medium (and therefore losing energy), the radius of curvature decreases. The positive charge is
inferred from the direction of bending in the magnetic field. The mass is measured by the bubble
density (a proton would lose energy faster). Since most cosmic rays come from the top, the first
evidence for antimatter comes thus from an unconventional event. From C.D. Anderson, “The
Positive Electron,” Physical Review 43 (1933) 491

Why so late a recognition to the discovery of cosmic rays? Compton writes:

Before it was appropriate to award the Nobel Prize for the discovery of these rays, it was nec-
essary to await more positive evidence regarding their unique characteristics and importance
in various fields of physics.

3.2.3 Cosmic Rays and the Progress of Particle Physics

After Anderson’s fundamental discovery of antimatter, new experimental results in
the physics of elementary particles with cosmic rays were guided and accompanied
by the improvement of the tools for detection, in particular by the improved design of
the cloud chambers and by the introduction of the Geiger-Müller tube. According to
Giuseppe Occhialini, one of the pioneers of the exploration of fundamental physics
with cosmic rays, the Geiger-Müller counter was like the Colt in the Far West: a
cheap instrument usable by everyone on one’s way through a hard frontier.

1933 - During his doctoral thesis (supervised 
by Millikan), Anderson was studying the 
tracks of cosmic rays passing through a 
cloud chamber in a magnetic field.  

In 1933 he discovered antimatter in the form 
of a positive particle of mass consistent 
with the electron mass, later called the 
positron. Dirac’s equation (1928) prediction 
was confirmed -  great achievement for 
cosmic ray physics.  

Anderson shared with Hess the Nobel 
Prize for Physics in 1936. 
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Just the beginning! Enter the renaissance of (particle) physics
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Just the beginning! Enter the renaissance of (particle) physics 

- cosmic rays were the primary tool for particle physics (‘the natures accelerators’)  

- since the advent of particle accelerators in the 1950s, particle physicists went from 
hunting to farming. 

- despite the great advances of the technology of accelerators, the highest energies 
will always be reached by cosmic rays.
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First detections of anti-particle and gamma-ray spectra:

CR + ISM → p-bar + …
kinematic treshold: 
5.6 GeV for the reaction  

leaky box

dinamic halo

mχ=20GeV
Tilka 89

Balloon data : Positron fraction before 1990

First detection in 1964 
by J.A. De shong, R.H. 
Hildebrand & P. Meyer 
(Phys. Rev. Let. 12, 3, 
1964)

Gamma-rays absorbed 
by the atmosphere — the 
first gamma-ray telescope 
on the Explorer 11 satellite 
in 1961, less than 100 
photons 



The situation 
cca 2022
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Particles 

Anti-particles

Photons

{
{



Note the energy scale

24



Experimental strategies

25



Experimental strategies

26



Experimental strategies

27



Experimental strategies

28



Experimental strategies
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Main focus of the lectures



What are the CR (composition)?  
Where/how are they produced?
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- After being observationally established the big questions for 
physics was how are such particles produced and how they reach us 

- The question can be decomposed in four parts:  

- energetics  

- acceleration 

- energy losses 

- CR diffusion N
SN

S

N
S

N
S

V
C

V
C

V
C

V
C

V
C

-V -V -V -V -V

    and      from  DM annihilations in halop̄ e+
Indirect Detection: basics
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The power budget

Cosmic Rays could be accounted for with a conversion efficiency of ~20%
of the macroscopic kinetic energy into microscopic particle acceleration

The integrated E-density in CR
is of about !CR~0.5 eV/cm3

The confinement volume of the Milky 
Way is Vconf ~ " R2 h~ 8 1067 cm3

(using h~4 kpc and R~15 kpc)

The total Energy in CR in the Galaxy is of about WCR=!CRVconf ~ 6.7 1055 erg

For a confinement time of 107 yr, LCR=WCR/#conf ~ 2 1041 erg/s

A typical SN releases ~1051 erg in kinetic Energy & happens 2-3 times per 
century, i.e. Lkin=Ekin $SN ~ 8 1041 erg/s 

‘Diffusion’ zone

15 kpc

4 kpc
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CR acceleration
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-  The main observational inputs: 

- charged  CR spectrum is (broken) PL: acceleration processes 
are non-thermal!

10.1 The Data 539

Fig. 10.1 Energy spectrum of charged cosmic rays. Credits: http://www.physics.utah.edu/
~whanlon/spectrum.html

representation of the cosmic ray energy spectrum obtained multiplying the flux by
E−2.6.

Two clear break points corresponding to changes in the spectral index are
observed. The first, called the knee, occurs around E " 5 × 1015 eV, and it is
commonly associated to the transition from galactic to extragalactic cosmic rays; it
corresponds to a steep ending from a spectral index of about 2.7 to a spectral index
of about 3.1. There is experimental evidence that the chemical composition of cos-
mic rays changes after the knee region with an increasing fraction of heavy nuclei
at higher energy, at least up to about 1017 eV. At even higher energies the chemical
composition remains matter of debate. The second clear feature, denominated the
“ankle,” occurs around E " 5×1018 eV and its nature is still controversial. Another
feature, called the second knee, marks a steepening to from about 3.1 to about 3.3,
at an energy of about 400 PeV.

<~GeV 
affected by  
Solar winds

538 10 Messengers from the High-Energy Universe

separation between “primary” cosmic rays—as produced by astrophysical sources—
and “secondaries”—those produced in interactions of the primaries with interstellar
gas or with nuclei in the Earth’s atmosphere. Lithium, beryllium and boron, for
example, are very rare products in stellar nucleosynthesis, and thus are secondary
particles, as well as antiprotons and positrons—if some antimatter is primary is a
question of primary interest.

The interaction with the atmosphere is particularly important since it changes
drastically the composition of cosmic rays. In the cases in which the flux of cosmic
rays has to be measured at ground (for example, high-energy cosmic rays, energies
above tens/hundreds GeV, where the low flux makes the use of satellites ineffective)
one needs nontrivial unfolding operations to understand the primary composition:
experimental data are thus less clear.

Typically, the composition and energy spectra of nuclei are unfolded to inside the
Galaxy; the lifetime of cosmic rays in the galaxy decreases with energy since the
most energetic cosmic rays tend to escape (this fact is described by the “leaky-box”
model, see later).

10.1.1 Charged Cosmic Rays

Charged cosmic rays arrive close to the Solar System after being deflected from the
galactic magnetic fields (about 1 µG in intensity) and possibly by extragalactic mag-
netic fields, if they are of extragalactic origin; when getting closer to the Earth they
start interacting with stronger magnetic fields—up to O(1G) at the Earth’s surface,
although for shorter distances. Fluxes of charged particles at lower energies, below
1 GeV, can thus be influenced, e.g., by the solar cycle which affects the magnetic
field from the Sun.

The energy spectrum of the charged cosmic rays reaching the atmosphere spans
over many decades in flux and energy (Fig.10.1). At low energies, E < 1 GeV,
the fluxes are high (thousands of particles per square meter per second) while at the
highest energies, E > 1011 GeV, they are extremely scarce (less than one particle
per square kilometer per century).

The cosmic rays at the end of the known spectrum have thus energies well above
the highest beam energies attained in any man-made accelerator and their interactions
on the top of the Earth atmosphere have center-of-mass energies of a few hundred
TeV (the design LHC beam energy is E = 7 × 103 GeV).

Below a few GeV their flux is modulated by the solar wind, displaying an anti-
correlation with it, and depends also on the local Earth geomagnetic field. Above a
few GeV the intensity of the cosmic rays flux follows basically a power law,

I (E) ∝ E−γ

with the differential spectral index γ being typically between 2.7 and 3.3.
The small changes in the spectral index can be clearly visualized multiplying the

flux by some power of the energy. Figure 10.2 shows a suggestive anthropomorphic



(Thermal vs non-thermal spectrum)
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First striking feature: the power law spectrum!  
‘The queen of the non–thermal particle distribution ’ (Ghisellini)

1.11. THERMAL AND NON THERMAL PLASMAS 19

1.11 Thermal and non thermal plasmas

By definition, a thermal plasma is characterized by a Maxwellian distribution
of particles. Therefore a non thermal plasma is anything else. The non
relativistic Maxwellian distribution is:

F (v)dv = 4πv2
( m

2πkT

)3/2
e−mv2/2kTdv (1.50)

In this form, F (v) is normalized, i.e.
∫∞
0 F (v)dv = 1. This can be seen

changing variable of integration, from v to x = mv2/(2kT ), and remember-
ing that

∫∞
0

√
xe−xdx =

√
π/2.

It is worth to stress that the physics is in the exponential term, while
the 4πv2dv term is simply equal to dvxdvydvz (in three dimensions). This
then suggests the questions: it is possible to have a “Maxwellian–like” dis-
tribution in 2 dimensions? And in one dimension?

Instead of the velocities we may consider the momenta p of the particles.
If we write

p ≡ γβmc (1.51)

where γ = 1/(1−β2)1/2, the above relation is valid both for non–relativistic
and for relativistic velocities. The Maxwellian momenta distribution be-
comes (setting Θ ≡ mc2):

F (p)dp =
p2e−γ/Θ

Θm3c3K2(1/Θ)
dp (1.52)

where K2(1/Θ) is the modified Bessel function of the second kind.
Note the following:

• To define a temperature, the distribution of velocities must be isotropic.

• Written in terms of momenta, the Maxwellian distribution has the
same form in the relativistic limit.

• The Maxwellian distribution is very general, it is a result of statistical
mechanics. But to achieve this distribution, it is necessary that the
particles exchange energy between themselves.

• If competing processes are present (i.e. cooling) it is possible that
one has a Maxwellian distribution only in some interval of veloci-
ties/momenta (for instance for low velocities).

• The exponential term e−E/kT contains the physics, the term p2 is
simply due to dpxdpydpz = 4πp2dp.

• However, In rarefied and hot plasmas, the relaxation time required to go to 
equilibrium, and allow for sufficient energy exchange among particles is 
long, compared to the typical timescales of other processes, as acceleration, 
cooling and escape - NON THERMAL PROCESSES. 

The emission is then shaped by these other, more efficient, processes and 
typically results in a power-law.

• Thermal plasma (in equilibrium) is characterised by a Maxwellian distribution 
of particles & emits black-body spectra:
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ALL#ACCELERATION#MECHANISMS#ARE#
ELECTROMAGNETIC#IN#NATURE#

MAGNETIC#FIELD#CANNOT#MAKE#WORK#ON#
CHARGED#PARTICLES#THEREFORE#ELECTRIC#FIELDS#

ARE#NEEDED#FOR#ACCELERATION#TO#OCCUR#

REGULAR#ACCELERATION#
THE#ELECTRIC#FIELD#IS#LARGE#

SCALE:##
#
#
#

STOCHASTIC#
ACCELERATION#

THE#ELECTRIC#FIELD#IS#SMALL#
SCALE:##

#
#
#

⇥ �E⇤ �= 0 ⇥ �E⇤ = 0 ⇥ �E2⇤ �= 0

Energy provided by 
gravity, rotation… 

Only charged 
particles! 
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REGULAR ACCELERATION 

⇥ �E⇤ �= 0 Very special conditions are necessary in Astrophysical  
environments in order to achieve this condition, because of 
the high electrical conductivity of astrophysical plasmas. 
Few exceptions: 

UNIPOLAR INDUCTOR: this occurs in the case of  rotating magnetic fields, 
such as in pulsars, rotating black holes. An electric potential is established 
between the surface of  the rotating object (neutrons star, BH) and infinity.  
The potential difference is usable only in places (gaps) where the condition 
                    is violated. MHD is broken in the gaps. 
 
 
RECONNECTION: Locally, regions with opposite orientation of  magnetic 
field merge, giving rise to a net local electric field E~LB, where L is the size  
of  the reconnection region. It occurs in the sun and solar wind, but probably 
also in the magnetosphere of  rotating neutron stars and BHs.   

�E · �B = 0



CR acceleration
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- Permanent magnetic fields are not a good candidate since they cannot accelerate 
particles,  

- static electric fields would be quickly neutralized (caveats…) 

- while variable magnetic fields may induce variable electrical fields and thus 
accelerate, provided the particles are submitted to many acceleration cycles. 

But,  how  does it work?

In 1933, Zwicky and Baade wrote a joint paper ``Supernovae and Cosmic Rays" where they 
coined a new term - Supernova and advanced a revolutionary conjecture: that supernovae 
represent the collapse of ``ordinary stars into neutron stars," because that gave about the 
right total energy released in the outburst. 

It took 16 years for Fermi to devise a model in which this conjecture could be ‘testable’; 
indeed we are convinced nowadays that most of the accelerators of cosmic rays in our galaxy 
are, indeed, supernova remnants. 

But how can a SNR or whatever remnant of a gravitational collapse accelerate particles?
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Fermi’s proposal: consider ‘change  of frame’ acceleration  

Change of Frames…& acceleration with B-fields(?!)

Think of a ball bouncing on moving racket: There’s no gain of energy… 
in the frame of the racket! In the lab frame, the energy of the ball does 
increase (of course, we are neglecting back-reaction of the much larger 
racket, which actually loses a bit of E)

When the “mirror” is magnetic, in the Lab there is a moving B-field, i.e. an 
electric field is available to accelerate the particles wrt the Lab frame

-v

v+2V

+V
v’=-v-V

v’’=+v+V

Beware of some counterintuitive features of “change of frame acceleration”

Lab “shock”‘mirror’

1.
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Fermi’s proposal:consider ‘change  of frame’ acceleration  
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Lab “shock”‘mirror’

2. scattering 
off the wall!
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Fermi’s proposal:consider ‘change  of frame’ acceleration  

Change of Frames…& acceleration with B-fields(?!)

Think of a ball bouncing on moving racket: There’s no gain of energy… 
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Change of Frames…& acceleration with B-fields(?!)

Think of a ball bouncing on moving racket: There’s no gain of energy… 
in the frame of the racket! In the lab frame, the energy of the ball does 
increase (of course, we are neglecting back-reaction of the much larger 
racket, which actually loses a bit of E)

When the “mirror” is magnetic, in the Lab there is a moving B-field, i.e. an 
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-v

v+2V

+V
v’=-v-V

v’’=+v+V

Beware of some counterintuitive features of “change of frame acceleration”

Lab “shock”‘mirror’‘change of frame’ acceleration 
NOT an elastic scattering

3.
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Fermi mechanism (of second order)
Initial proposal: the acceleration happens by scattering off “magnetic 
inhomogeneity” clouds in the ISM, which act as magnetic mirrors.

E’<E

E

Does it work?

 Vc

E’>E

E

- Permanent magnetic fields are not a good candidate since they cannot accelerate particles,  
- static electric fields would be quickly neutralized,  
- while variable magnetic fields may induce variable electrical fields and thus accelerate, 
provided the particles are submitted to many acceleration cycles.

Fermi’s conjecture was  that a similar processes could be  happening in  astrophysical 
systems with magnetic inhomogeneities as ‘mirrors’.



Figure 10.26: Scattering of a cosmic ray in an interstellar cloud.

10.2 How are high-energy cosmic rays produced?

At a scientific conference in 1933, Zwicky and Baade advanced a revolutionary conjecture:
massive stars end their lives in explosions which blow them apart; such explosions produce
cosmic rays, and leave behind a collapsed star made of densely-packed neutrons. It took 16
years before Fermi could devise a model in which this conjecture could be explained; indeed
we are convinced nowadays that most of the accelerators of cosmic rays in our galaxy are,
indeed, supernova remnants. But how can a supernova remnant (or whatever remnant of a
gravitational collapse) accelerate particles?

10.2.1 Acceleration of charged cosmic rays

Charged cosmic rays produced by particle ejection in the several possible astrophysical
sources may be accelerated in regions of space with strong turbulent magnetic fields. Per-
manent magnetic fields are not a good candidate since they cannot accelerate particles,
static electric fields would be quickly neutralized, while variable magnetic fields may induce
variable electrical fields and thus accelerate, provided the particles are submitted to many
acceleration cycles.

In 1949 Fermi proposed a mechanism in which particles could be accelerated in stochastic
collisions; this mechanism could model acceleration in shock waves which can be associated
to the remnant of a gravitational collapse (for example a stellar collapse, but also, as we know
today, the surrounding of a black hole accreted in the center of a galaxy). Let us suppose
(see Figure 10.26) a charged particle with energy E1 (velocity v) in the “laboratory” frame
scattering inside a shock wave, i.e., a moving boundary between regions of di�erent density.

The cloud has a velocity � = V/c, and ⇤1 and ⇤2 are the angles between respectively the
initial and final particle momentum and the cloud velocity.

The energy of the particle E�
1 in the cloud reference frame is given by (neglecting the

particle mass with respect to its kinetic energy):

E�
1 = ⇥E1(1� � cos ⇤1) .

In the cloud reference frame E�
2 = E�

1 (collisions to a wall!) and in the laboratory frame the

519

Figure 10.26: Scattering of a cosmic ray in an interstellar cloud.
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The energy of the particle E1∗ in the cloud 
reference frame

In the cloud reference frame E2∗ = E1∗ (collisions to a wall!)
energy of the particle after the collision is:

E2 = ⇥E⇥
2(1 + � cos ⇤2) .

Thus the relative energy change is given by:

�E

E
=

1� � cos ⇤1 + � cos ⇤2 � �2 cos ⇤1 cos ⇤2
1� �2

� 1 .

The particle su⇥ers a great number of collisions inside the cloud so its output angle is
basically random, it does not conserve the memory of the input direction. Then

⌃cos ⇤2⌥ = 0

and �
�E

E

⇥
=

1� �⌃cos ⇤1⌥
1� �2

� 1 .

The probability P of a collision between the cosmic ray and the cloud is not constant as
a function of the relative angle ⇤1; it is rather proportional to their relative velocity (it is
more probable that a particle hits a cloud that is coming against it, that it hits a cloud that
it is running away from it).

P ⇧ (v � V cos ⇤1) ⌅ (1� � cos ⇤1)

and thus

⌃cos ⇤1⌥ =
´ 1
�1 cos ⇤1(1� � cos ⇤1)d cos ⇤1´ 1

�1 (1� � cos ⇤1)d cos ⇤1
= ��

3
.

The average energy increases then by a factor
�
�E

E

⇥
⌅ 4

3
�2 .

This mechanism is known as the 2nd order Fermi acceleration mechanism. Its energy gain
is quadratic in the cloud velocity and, as this velocity is usually small (� ⌅ 10�4), it is not
able to explain the cosmic ray energy spectrum.

In presence of shock waves a Di⇥usive Shock Acceleration (DSA) occur turning the energy
gain linear in � (1st order Fermi mechanism). What changes here is that, rather than
assuming the directions for the shock wave to be randomly distributed, we assume that they
are strongly correlated – in the limit, a “plane wave”.

Let us suppose a shock wave originated for instance in a supernova explosion (see Fig-
ure 10.27) with supersonic speed, creating a high density region (compression factors ⇥ 4)
propagating with a locally plane wavefront.

In the shock wave rest frame the medium ahead of the shock (upstream) runs into the
shock front with a velocity �⇤u1 while the shocked gas (downstream) moves away with a
velocity �⇤u2 (Figure 10.28). Thus in the laboratory frame a particle coming from upstream
to downstream will meet a high density magnetized gas travelling with V = �⇤u1 � �⇤u2 in a
head-on collision. The particle may su⇥er a great number of elastic scatterings inside this
medium (due to the turbulent magnetic field) and invert the direction of its initial velocity
crossing multiple times the shock front.
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are strongly correlated – in the limit, a “plane wave”.

Let us suppose a shock wave originated for instance in a supernova explosion (see Fig-
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propagating with a locally plane wavefront.

In the shock wave rest frame the medium ahead of the shock (upstream) runs into the
shock front with a velocity �⇤u1 while the shocked gas (downstream) moves away with a
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2nd order Fermi acceleration a charged particle with energy E1 in the “laboratory” 
frame scattering inside a shock wave, i.e., a moving boundary between regions of different density. 

in the cloud reference frame:

back to the LAB frame:

LAB frame
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10.2 How Are High-Energy Cosmic Rays Produced?

At a scientific conference in 1933, Zwicky and Baade advanced a revolutionary
conjecture: massive stars end their lives in explosions which blow them apart; such
explosions produce cosmic rays, and leave behind a collapsed star made of densely
packed neutrons. It took 16 years before Fermi could devise a model in which this
conjecture could be explained; indeed we are convinced nowadays that most of the
accelerators of cosmic rays in our galaxy are, indeed, SNR. But how can a supernova
remnant (or whatever remnant of a gravitational collapse) accelerate particles?

10.2.1 Acceleration of Charged Cosmic Rays

Charged cosmic rays produced by particle ejection in the several possible astro-
physical sources may be accelerated in the regions of space with strong turbulent
magnetic fields. Permanent magnetic fields are not a good candidate since they cannot
accelerate particles, static electric fields would be quickly neutralized, while variable
magnetic fields may induce variable electrical fields and thus accelerate, provided
the particles are submitted to many acceleration cycles.

In 1949 Fermi proposed a mechanism in which particles could be accelerated
in stochastic collisions; this mechanism could model acceleration in shock waves
which can be associated to the remnant of a gravitational collapse (for example, a
stellar collapse, but also, as we know today, the surrounding of a black hole accreted
in the center of a galaxy). Let us suppose (see Fig. 10.26) a charged particle with
energy E1 (velocity v) in the “laboratory” frame scattering inside a shock wave, i.e.,
a moving boundary between regions of different density.

The cloud has a velocity β = V/c, and θ1 and θ2 are the angles between, respec-
tively, the initial and final particle momentum and the cloud velocity.

The energy of the particle E∗
1 in the cloud reference frame is given by (neglecting

the particle mass with respect to its kinetic energy):

E∗
1 = γE1(1 − β cos θ1) .

Fig. 10.26 Scattering of a
cosmic ray in an interstellar
cloud

relative energy exchange

See e.g. Alessandro de Angelis and Mario 
Pimeta “Introduction to Particle and 
Astroparticle Physics” 



Figure 10.26: Scattering of a cosmic ray in an interstellar cloud.

10.2 How are high-energy cosmic rays produced?

At a scientific conference in 1933, Zwicky and Baade advanced a revolutionary conjecture:
massive stars end their lives in explosions which blow them apart; such explosions produce
cosmic rays, and leave behind a collapsed star made of densely-packed neutrons. It took 16
years before Fermi could devise a model in which this conjecture could be explained; indeed
we are convinced nowadays that most of the accelerators of cosmic rays in our galaxy are,
indeed, supernova remnants. But how can a supernova remnant (or whatever remnant of a
gravitational collapse) accelerate particles?

10.2.1 Acceleration of charged cosmic rays

Charged cosmic rays produced by particle ejection in the several possible astrophysical
sources may be accelerated in regions of space with strong turbulent magnetic fields. Per-
manent magnetic fields are not a good candidate since they cannot accelerate particles,
static electric fields would be quickly neutralized, while variable magnetic fields may induce
variable electrical fields and thus accelerate, provided the particles are submitted to many
acceleration cycles.

In 1949 Fermi proposed a mechanism in which particles could be accelerated in stochastic
collisions; this mechanism could model acceleration in shock waves which can be associated
to the remnant of a gravitational collapse (for example a stellar collapse, but also, as we know
today, the surrounding of a black hole accreted in the center of a galaxy). Let us suppose
(see Figure 10.26) a charged particle with energy E1 (velocity v) in the “laboratory” frame
scattering inside a shock wave, i.e., a moving boundary between regions of di�erent density.

The cloud has a velocity � = V/c, and ⇤1 and ⇤2 are the angles between respectively the
initial and final particle momentum and the cloud velocity.
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energy of the particle after the collision is:

E2 = ⇥E⇥
2(1 + � cos ⇤2) .

Thus the relative energy change is given by:
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E
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1� �2
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The particle su⇥ers a great number of collisions inside the cloud so its output angle is
basically random, it does not conserve the memory of the input direction. Then

⌃cos ⇤2⌥ = 0

and �
�E

E

⇥
=

1� �⌃cos ⇤1⌥
1� �2

� 1 .

The probability P of a collision between the cosmic ray and the cloud is not constant as
a function of the relative angle ⇤1; it is rather proportional to their relative velocity (it is
more probable that a particle hits a cloud that is coming against it, that it hits a cloud that
it is running away from it).

P ⇧ (v � V cos ⇤1) ⌅ (1� � cos ⇤1)

and thus

⌃cos ⇤1⌥ =
´ 1
�1 cos ⇤1(1� � cos ⇤1)d cos ⇤1´ 1

�1 (1� � cos ⇤1)d cos ⇤1
= ��

3
.

The average energy increases then by a factor
�
�E

E

⇥
⌅ 4

3
�2 .

This mechanism is known as the 2nd order Fermi acceleration mechanism. Its energy gain
is quadratic in the cloud velocity and, as this velocity is usually small (� ⌅ 10�4), it is not
able to explain the cosmic ray energy spectrum.

In presence of shock waves a Di⇥usive Shock Acceleration (DSA) occur turning the energy
gain linear in � (1st order Fermi mechanism). What changes here is that, rather than
assuming the directions for the shock wave to be randomly distributed, we assume that they
are strongly correlated – in the limit, a “plane wave”.

Let us suppose a shock wave originated for instance in a supernova explosion (see Fig-
ure 10.27) with supersonic speed, creating a high density region (compression factors ⇥ 4)
propagating with a locally plane wavefront.

In the shock wave rest frame the medium ahead of the shock (upstream) runs into the
shock front with a velocity �⇤u1 while the shocked gas (downstream) moves away with a
velocity �⇤u2 (Figure 10.28). Thus in the laboratory frame a particle coming from upstream
to downstream will meet a high density magnetized gas travelling with V = �⇤u1 � �⇤u2 in a
head-on collision. The particle may su⇥er a great number of elastic scatterings inside this
medium (due to the turbulent magnetic field) and invert the direction of its initial velocity
crossing multiple times the shock front.
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able to explain the cosmic ray energy spectrum.

In presence of shock waves a Di⇥usive Shock Acceleration (DSA) occur turning the energy
gain linear in � (1st order Fermi mechanism). What changes here is that, rather than
assuming the directions for the shock wave to be randomly distributed, we assume that they
are strongly correlated – in the limit, a “plane wave”.

Let us suppose a shock wave originated for instance in a supernova explosion (see Fig-
ure 10.27) with supersonic speed, creating a high density region (compression factors ⇥ 4)
propagating with a locally plane wavefront.

In the shock wave rest frame the medium ahead of the shock (upstream) runs into the
shock front with a velocity �⇤u1 while the shocked gas (downstream) moves away with a
velocity �⇤u2 (Figure 10.28). Thus in the laboratory frame a particle coming from upstream
to downstream will meet a high density magnetized gas travelling with V = �⇤u1 � �⇤u2 in a
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2nd order Fermi acceleration

the particle scatters many times inside of the cloud, exit direction 
‘random’.



Figure 10.26: Scattering of a cosmic ray in an interstellar cloud.
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is quadratic in the cloud velocity and, as this velocity is usually small (� ⌅ 10�4), it is not
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In presence of shock waves a Di⇥usive Shock Acceleration (DSA) occur turning the energy
gain linear in � (1st order Fermi mechanism). What changes here is that, rather than
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a function of the relative angle ⇤1; it is rather proportional to their relative velocity (it is
more probable that a particle hits a cloud that is coming against it, that it hits a cloud that
it is running away from it).

P ⇧ (v � V cos ⇤1) ⌅ (1� � cos ⇤1)

and thus

⌃cos ⇤1⌥ =
´ 1
�1 cos ⇤1(1� � cos ⇤1)d cos ⇤1´ 1

�1 (1� � cos ⇤1)d cos ⇤1
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The average energy increases then by a factor
�
�E

E

⇥
⌅ 4

3
�2 .

This mechanism is known as the 2nd order Fermi acceleration mechanism. Its energy gain
is quadratic in the cloud velocity and, as this velocity is usually small (� ⌅ 10�4), it is not
able to explain the cosmic ray energy spectrum.

In presence of shock waves a Di⇥usive Shock Acceleration (DSA) occur turning the energy
gain linear in � (1st order Fermi mechanism). What changes here is that, rather than
assuming the directions for the shock wave to be randomly distributed, we assume that they
are strongly correlated – in the limit, a “plane wave”.

Let us suppose a shock wave originated for instance in a supernova explosion (see Fig-
ure 10.27) with supersonic speed, creating a high density region (compression factors ⇥ 4)
propagating with a locally plane wavefront.

In the shock wave rest frame the medium ahead of the shock (upstream) runs into the
shock front with a velocity �⇤u1 while the shocked gas (downstream) moves away with a
velocity �⇤u2 (Figure 10.28). Thus in the laboratory frame a particle coming from upstream
to downstream will meet a high density magnetized gas travelling with V = �⇤u1 � �⇤u2 in a
head-on collision. The particle may su⇥er a great number of elastic scatterings inside this
medium (due to the turbulent magnetic field) and invert the direction of its initial velocity
crossing multiple times the shock front.
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2nd order Fermi acceleration

the probability to scatter with the cloud 
*does* depend on the relative velocity



Figure 10.26: Scattering of a cosmic ray in an interstellar cloud.

10.2 How are high-energy cosmic rays produced?
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The energy of the particle E�
1 in the cloud reference frame is given by (neglecting the

particle mass with respect to its kinetic energy):

E�
1 = ⇥E1(1� � cos ⇤1) .

In the cloud reference frame E�
2 = E�

1 (collisions to a wall!) and in the laboratory frame the
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energy of the particle after the collision is:
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The probability P of a collision between the cosmic ray and the cloud is not constant as
a function of the relative angle ⇤1; it is rather proportional to their relative velocity (it is
more probable that a particle hits a cloud that is coming against it, that it hits a cloud that
it is running away from it).
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This mechanism is known as the 2nd order Fermi acceleration mechanism. Its energy gain
is quadratic in the cloud velocity and, as this velocity is usually small (� ⌅ 10�4), it is not
able to explain the cosmic ray energy spectrum.

In presence of shock waves a Di⇥usive Shock Acceleration (DSA) occur turning the energy
gain linear in � (1st order Fermi mechanism). What changes here is that, rather than
assuming the directions for the shock wave to be randomly distributed, we assume that they
are strongly correlated – in the limit, a “plane wave”.

Let us suppose a shock wave originated for instance in a supernova explosion (see Fig-
ure 10.27) with supersonic speed, creating a high density region (compression factors ⇥ 4)
propagating with a locally plane wavefront.

In the shock wave rest frame the medium ahead of the shock (upstream) runs into the
shock front with a velocity �⇤u1 while the shocked gas (downstream) moves away with a
velocity �⇤u2 (Figure 10.28). Thus in the laboratory frame a particle coming from upstream
to downstream will meet a high density magnetized gas travelling with V = �⇤u1 � �⇤u2 in a
head-on collision. The particle may su⇥er a great number of elastic scatterings inside this
medium (due to the turbulent magnetic field) and invert the direction of its initial velocity
crossing multiple times the shock front.
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Does it work? NO… 
The energy gain is quadratic in the cloud velocity and, as this 
velocity is usually small (β ≃ 10^-4), it is not able to explain 
the cosmic ray energy spectrum. 
Also, does not explain why we observe a power law spectra.

2nd order Fermi acceleration

Summary: 
Each interaction of a test particle with a magnetized cloud results in either an 
energy gain or an energy loss, depending upon the relative direction of motion at 
the time of the scattering. On average however, the head-on collisions dominate upon 
tail-on collisions leading to a net increase in the energy.
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Fermi’s next idea: special geometry is needed, particles need to stay trapped in a 
geometry where  they can experience repeated ‘ping-pong’  acceleration



CR acceleration

48

Is there such a 
particular geometry in 
nature?

Fermi’s next idea: special geometry is needed, particles need to stay trapped in a 
geometry where  they can experience repeated ‘ping-pong’  acceleration
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Shock waves?
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Plenty of shocks in nature…
Even on Earth! The main difference is that shock in space are collisionless, i.e. the 
microscopic physics is not the collision between atoms or ions, rather the scattering 
onto magnetic inhomogeneities over scales as small as the gyroradius of the 
particles. In terrestrial Labs, hard to reproduce collisionless shock physics!

Exercise:
Estimate the collisional length 

for typical Earth conditions & 
atomic cross-sections & for 
space conditions and 
Thomson cross-sections. 

Then compare with Larmor 
radius

Collisionless shocks are 
formed because of the 
excitation of electro-magnetic 
instabilities, namely collective 
effects generated by groups of 
charged particles in the 
background plasma.
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What are 
astrophysical 
‘shocks’?

Real Fermi acceleration at shocks

The way to do this in practice is to make use of shocks: in the jets
and at the hotspots of radiosources, and at the blast-wave shock in
a supernova.

Take the case of a shock propagating into “cold” gas at a speed vu.
In the frame of the shock, we have our familiar results: we see
unshocked gas ahead of us approaching at speed vu, and hot
shocked gas streaming away behind us at vd = 1

4vu

Now consider electrons initially at rest in the unshocked gas frame.
They see the shock approaching at vu but they also see the hot
shocked gas approaching at 3

4vu. As they cross the shock they are

0T=

In restframe of shock

SHOCK

upstream downstream

unshocked ("virgin") gas shocked gas

ρ ρdu dvuv

Td

Strong shock jump conditions
⇢d
⇢u

= 4; vuvd
= 4

This is a highly-simplified case but is a reasonable approximation in
many astrophysical situations because of the extreme conditions.
For a full discussion of shocks for arbitrary Mach numbers,
temperatures etc. see e.g. Blundell & Blundell.

High bulk speed (v > sound)

Low density

Little internal motion −> low T
Low bulk speed

High density

Much internal motion > high T

SHOCK
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many astrophysical situations because of the extreme conditions.
For a full discussion of shocks for arbitrary Mach numbers,
temperatures etc. see e.g. Blundell & Blundell.
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3.3 Diffusive shock acceleration (DSA) 45

Fig. 3.7: Schematic view of a shock wave propagating in a medium, as seen in the shock rest
frame. The shock is at rest and the upstream medium is coming toward it with a velocity v1 while
the downstream medium is going away with a velocity v2. Physical quantities are discontinuous
through the (immaterial) surface of the shock.

• Energy conservation

⇢2v2

✓
v22 +

p2
⇢2

+ e2

◆
= ⇢1v1
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v21 +

p1
⇢1

+ e1

◆
(3.23)

where ei is the energy density given by ei =
1

�a�1
Pi

⇢i
for a perfect gas and �a is the adiabatic index

(warning : do not confuse with the Lorentz factor) of the gas (�a = 5/3 for a monoatomic gas).

The solutions of these conservation equations are for the flow velocities :

v2
v1

=
�a +M�2

1 ± (1�M�2
1 )

�a + 1
(3.24)

where we have introduced the Mach number M1 =
v1

v1, sound
which is the ratio of the shock velocity

in the upstream medium to the local sound velocity.

As can be seen, there are two possible solution. The "+" yields v2 = v1 which correspond to a
uniform flow without discontinuity. The "-" solution correspond to a shock with a discontinuity of
the velocity at the shock :

v2
v1

=
�a � 1 + 2M�2

1

�a + 1
(3.25)

The other quantities can be derived as well (see the chapter 11 of Longair’s "High energy astro-
physics") :

⇢2
⇢1

=
�a + 1

�a � 1 + 2M�2
1

(3.26)

When passing through the shock, the fluid is  

compressed, heated and slows down: 

𝛒2>𝛒1, T2>T1, v2<v1   

For strong shocks: 𝛒2=4𝛒1, v2=v1/4

Cosmic rays 15

where �g is the adiabatic index, Pg is the gas pressure and ⇥ and u are the
density and velocity of the plasma as seen in the reference frame of the shock.
These conservation equations have the trivial solution ⇥ = constant, u =
constant, Pg = constant, but they also admit the discontinuous solutions:

⇥2
⇥1

=
u1

u2
=

(�g + 1)M2
1

(�g � 1)M2
1 + 2

(17)

Pg,2

Pg,1
=

2�gM2
1

�g + 1
� �g � 1

�g + 1
(18)

T2

T1
=

(2�gM2
1 � �g(�g � 1))((�g � 1)M2

1 + 2)

(�g + 1)2M2
1

. (19)

For a plasma with adiabatic index �g = 5/3 and M1 ⇥ 1 the jump conditions
simplify considerably. I refer to this case as the strong shock limit and it is
easy to show that in this asymptotic limit

⇥2
⇥1

=
u1

u2
= 4,

Pg,2

Pg,1
=

5

4
M2

1 ,
T2

T1
=

5

16
M2

1 . (20)

Recalling that M2
1 = u2

1/c
2
s,1 and c2s,1 = �Pg,1/⇥1 one easily obtains that

kT2 =
3

16
mpu

2
1, (21)

namely for a strong shock a large fraction of the kinetic energy of the particles
upstream is transformed into internal energy of the gas behind the shock. The
downstream temperature becomes basically independent of the temperature
upstream, T1.

The presence of non-thermal particles accelerated at the shock front, and
of magnetic fields in the shock region both change the conservation equations
written above, as described in §4. It is important to realize that the processes
involved in the formation of a collisionless shock also determine the injection
of a few particles in the acceleration cycle that may lead to CRs. At the same
time CRs change the structure of the collisionless shock, thereby a�ecting
their own injection. This complex chain of e�ects illustrates in a qualitative
way what is known as non-linear particle acceleration.

3.2 Transport of charged particles in magnetic fields: basic concepts

The original idea that the bulk motion of magnetized clouds could be trans-
formed into the kinetic energy of individual charged particles was first intro-
duced by Enrico Fermi (Fermi, 1949, 1954) and is currently widely referred to
as second order Fermi acceleration. Each interaction of a test particle with a
magnetized cloud results in either an energy gain or an energy loss, depending
upon the relative direction of motion at the time of the scattering. On average

In shocks, there is a large pressure & T jump; also, the Kinetic Energy (partially) 
heats the gas

Shocks: jump conditions

Mach number

The condition for entropy increase requires M>1: 
shocks can only form in supersonic motion. 

In shocks, there is a large pressure & T jump; also, 
the Kinetic Energy (partially) heats the gas

Shock waves are huge “heating” machines!

The dynamical eqs. in this type of solutions express “conservations” across the shock, 
i.e. links between physical quantities “at the two sides”. For an ideal fluid

Similarly, the limit conditions for pressure and temperature jump are

Higher 
density and T
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Collisionless shocks 
While shocks in the terrestrial environment are mediated by particle-particle 
collisions, astrophysical shocks are almost always of  a different nature. The 
pathlength for ionized plasmas is of  the order of:   
 
 
 
Absurdly large compared with any reasonable length scale. It follows that  
astrophysical shocks can hardly form because of  particle-particle scattering 
But REQUIRE the mediation of  magnetic fields. In the downstream gas the  
Larmor radius of  particles is: 
 
 
 
The slowing down of  the incoming flow and its isotropization (thermalization) 
Is due to the action of  magnetic fields in the shock region (COLLISIONLESS 
SHOCKS) 

� � 1
n⇥

= 3.2Mpc n�1
1

� ⇥

10�25cm2

⇥�1
rarified plasma!

~10-9 pc
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Fig. 3.8: Schematic view of the shock wave as represented in Fig. 3.7, this time seen in the upstream
(left) and downstream (right) media rest frames.
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When passing through the shock, the fluid is compressed, heated and slows down (⇢2 > ⇢1, T2 >

T1, P2 > P1, v2 < v1). We can define the compression ratio r such that ⇢2 = r⇢1, we then also
have v2 =

v1
r . In the limit of strong shocks, we have M1 � 1 and r ' �a+1

�a�1 , for a monoatomic gas,
�a = 5/3 and as a consequence, r = 4.

3.3.2 Principle of DSA

If we concentrate only on the velocity discontinuity, we can easily understand the interest of shock
waves for particles acceleration. In the shock frame, the upstream medium is coming toward the
shock with a velocity v1 (note of course that v1 = vsh where vsh is the shock velocity). Passing
through the shock the gas slows down and the downstream medium is moving away from the shock
with a velocity v2 = v1/r = vsh/r (see Fig. 3.7).

Let us now consider an observer at rest in the upstream frame. He sees the shock approaching
with a velocity v1 = vsh, he also sees the downstream medium approaching with a velocity3

�v =

v1 � v2 =
�
r�1
r

�
vsh (see Fig. 3.8a).

Now for an observer at rest with respect to the downstream fluid, the shock is going away with
the velocity v2 we obtained before, but the upstream medium is coming toward the observer, again
with a velocity �v = v1 � v2 =

�
r�1
r

�
vsh (see Fig. 3.8b).

3Note that we use the non-relativistic velocity composition which mean we assume that the shock velocity vsh ⌧ c.
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Fermi’s next idea: special geometry is needed, particles need to stay trapped in a 
geometry where  they can experience repeated ‘ping-pong’  acceleration

Now consider electrons initially at rest in the unshocked gas frame.  

They see the shock approaching at vu but they also see the hot shocked gas approaching at 3/4 vu. 

As they cross the shock they are accelerated to a mean speed of 3/4vu (velocity of shocked gas as 
viewed from the frame of the unshocked gas), and are also thermalised to a high temperature.   

3.3 Diffusive shock acceleration (DSA) 45

Fig. 3.7: Schematic view of a shock wave propagating in a medium, as seen in the shock rest
frame. The shock is at rest and the upstream medium is coming toward it with a velocity v1 while
the downstream medium is going away with a velocity v2. Physical quantities are discontinuous
through the (immaterial) surface of the shock.

• Energy conservation
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where ei is the energy density given by ei =
1

�a�1
Pi

⇢i
for a perfect gas and �a is the adiabatic index

(warning : do not confuse with the Lorentz factor) of the gas (�a = 5/3 for a monoatomic gas).

The solutions of these conservation equations are for the flow velocities :

v2
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�a +M�2

1 ± (1�M�2
1 )

�a + 1
(3.24)

where we have introduced the Mach number M1 =
v1

v1, sound
which is the ratio of the shock velocity

in the upstream medium to the local sound velocity.

As can be seen, there are two possible solution. The "+" yields v2 = v1 which correspond to a
uniform flow without discontinuity. The "-" solution correspond to a shock with a discontinuity of
the velocity at the shock :

v2
v1

=
�a � 1 + 2M�2

1
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(3.25)

The other quantities can be derived as well (see the chapter 11 of Longair’s "High energy astro-
physics") :
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�a � 1 + 2M�2
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(3.26)

v2=v1/4
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Fermi’s next idea: special geometry is needed, particles need to stay trapped in a 
geometry where  they can experience repeated ‘ping-pong’  acceleration

46 Acceleration of cosmic-rays

Fig. 3.8: Schematic view of the shock wave as represented in Fig. 3.7, this time seen in the upstream
(left) and downstream (right) media rest frames.
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When passing through the shock, the fluid is compressed, heated and slows down (⇢2 > ⇢1, T2 >

T1, P2 > P1, v2 < v1). We can define the compression ratio r such that ⇢2 = r⇢1, we then also
have v2 =

v1
r . In the limit of strong shocks, we have M1 � 1 and r ' �a+1

�a�1 , for a monoatomic gas,
�a = 5/3 and as a consequence, r = 4.

3.3.2 Principle of DSA

If we concentrate only on the velocity discontinuity, we can easily understand the interest of shock
waves for particles acceleration. In the shock frame, the upstream medium is coming toward the
shock with a velocity v1 (note of course that v1 = vsh where vsh is the shock velocity). Passing
through the shock the gas slows down and the downstream medium is moving away from the shock
with a velocity v2 = v1/r = vsh/r (see Fig. 3.7).

Let us now consider an observer at rest in the upstream frame. He sees the shock approaching
with a velocity v1 = vsh, he also sees the downstream medium approaching with a velocity3

�v =

v1 � v2 =
�
r�1
r

�
vsh (see Fig. 3.8a).

Now for an observer at rest with respect to the downstream fluid, the shock is going away with
the velocity v2 we obtained before, but the upstream medium is coming toward the observer, again
with a velocity �v = v1 � v2 =

�
r�1
r

�
vsh (see Fig. 3.8b).

3Note that we use the non-relativistic velocity composition which mean we assume that the shock velocity vsh ⌧ c.

The clever part is this: consider what would happen if, say as a result of its thermal motion, or tangled 
magnetic field, an electron is carried back over the shock front.  

With respect to the frame it has just come from—the shocked gas frame—it is once again accelerated 
by 3/4vu (mean velocity of the  gas in the unschocked frame).   

3.3 Diffusive shock acceleration (DSA) 45

Fig. 3.7: Schematic view of a shock wave propagating in a medium, as seen in the shock rest
frame. The shock is at rest and the upstream medium is coming toward it with a velocity v1 while
the downstream medium is going away with a velocity v2. Physical quantities are discontinuous
through the (immaterial) surface of the shock.
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where ei is the energy density given by ei =
1
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for a perfect gas and �a is the adiabatic index

(warning : do not confuse with the Lorentz factor) of the gas (�a = 5/3 for a monoatomic gas).

The solutions of these conservation equations are for the flow velocities :
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where we have introduced the Mach number M1 =
v1

v1, sound
which is the ratio of the shock velocity

in the upstream medium to the local sound velocity.

As can be seen, there are two possible solution. The "+" yields v2 = v1 which correspond to a
uniform flow without discontinuity. The "-" solution correspond to a shock with a discontinuity of
the velocity at the shock :
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The other quantities can be derived as well (see the chapter 11 of Longair’s "High energy astro-
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Figure 10.27: X-ray image of the Cassiopeia A Supernova remnant. Credits NASA.
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Figure 10.28: Cosmic ray acceleration in the shock wave rest frame.
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GEOMETRY constrained: The angle θ1(θ2) between the particle initial (final) velocity and the 
shock velocity is now constrained to this specific geometry: −1 ≤ cos θ1 ≤ 0 (0 ≤ cos θ2 ≤ 1);

The angle ⇤1(⇤2) between the particle initial (final) velocity and the shock velocity (see
Figure 10.26) is now constrained to this specific geometry: �1 ⇥ cos ⇤1 ⇥ 0 (0 ⇥ cos ⇤2 ⇥ 1);
on the other hand the probability of crossing the wave front is proportional to cos ⇤1 (cos ⇤2).

The mean values are

⌅cos ⇤1⇧ =
´ 0
�1 cos

2 ⇤1d cos ⇤1´ 0

�1 cos ⇤1d cos ⇤1
= �2

3

⌅cos ⇤2⇧ =
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0 cos2 ⇤2d cos ⇤2´ 1
0 cos ⇤2d cos ⇤2

=
2

3
.

Thus reminding that

�E

E
=

1� � cos ⇤1 + � cos ⇤2 � �2 cos ⇤1 cos ⇤2
1� �2

� 1

the energy gain is given by:
�E

E
= ⇥ ⇤ 4

3
� .

The turbulent magnetic fields in each side of the wave front will make the particle cross
the wave front back and forth many times.

In each cycle the particle gains then a small fraction of energy ⇥. After n cycles the
energy of the particle is:

En = E0(1 + ⇥)n
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Energy gain in a shock cycle

The shocked gas (downstream) slows down
(being advected to the right with a smaller velocity)
Its relative velocity wrt the shock front is |V2|, to the left.

The velocity of the gas downstream in the lab frame is  
"=(V1 -V2)/c>0.

-V2 In the Lab frame, the front moves towards right at V1

x

y -V1 

gas speed in 
“shock frame”

Vgas=0Vgas=V1-V1

Vsh=V1

probability to scatter with a shock 
~cosθ

In the shock wave rest frame the medium 
ahead of the shock (upstream) runs into the 
shock front with a velocity u1 , while the 
shocked gas (downstream) moves away 
with a velocity u2 
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In the non-relativistic case the particle distribution is, at zeroth order, isotropic 
Therefore: 
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Figure 10.27: X-ray image of the Cassiopeia A Supernova remnant. Credits NASA.
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Figure 10.28: Cosmic ray acceleration in the shock wave rest frame.
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The angle ⇤1(⇤2) between the particle initial (final) velocity and the shock velocity (see
Figure 10.26) is now constrained to this specific geometry: �1 ⇥ cos ⇤1 ⇥ 0 (0 ⇥ cos ⇤2 ⇥ 1);
on the other hand the probability of crossing the wave front is proportional to cos ⇤1 (cos ⇤2).

The mean values are

⌅cos ⇤1⇧ =
´ 0
�1 cos

2 ⇤1d cos ⇤1´ 0

�1 cos ⇤1d cos ⇤1
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=
2

3
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energy gain ‘per crossing’!

'Fermi’s “ping-pong” acceleration process’



in each cycle energy gained ε, after n- crossings
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Thus reminding that

!E
E

= 1 − β cos θ1 + β cos θ2 − β2 cos θ1 cos θ2

1 − β2 − 1

the energy gain is given by:
!E
E

= ε " 4
3
β . (10.4)

The turbulent magnetic fields in each side of the wave front will make the particle
cross the wave front back and forth many times.

In each cycle the particle gains then a small fraction of energy ε. After n cycles
the energy of the particle is:

En = E0(1 + ε)n

or the number of cycles needed to a particle attains a given energy E is:

n = ln
(

E
E0

)
/ ln(1 + ε) . (10.5)

On the other hand a particle may escape from the shock region with some proba-
bility Pi (which is proportional to the velocity V ) and then the probability PEn that
a particle escapes from the shock region with an energy greater or equal to En is:

PEn = Pi
∞∑

j=n

(1 − Pj )
n = (1 − Pi )n . (10.6)

Replacing n by the formula deduced above one has:
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)−α

and
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dE
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E
E0

)−γ

(10.7)

or, by solving for n (number of cycles needed to reach the energy En):
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Define Pn - probability for particle to ESCAPE from he shock 

Then, the probability PEn that a particle reaches energy En
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~probability for particle to stay for n-cycles, i.e. 

to reach energy En 

Now that we defined en gain PER 
CROSSING - how about the final 
spectrum of accelerated particles?



564 10 Messengers from the High-Energy Universe

Thus reminding that

!E
E

= 1 − β cos θ1 + β cos θ2 − β2 cos θ1 cos θ2

1 − β2 − 1

the energy gain is given by:
!E
E

= ε " 4
3
β . (10.4)

The turbulent magnetic fields in each side of the wave front will make the particle
cross the wave front back and forth many times.

In each cycle the particle gains then a small fraction of energy ε. After n cycles
the energy of the particle is:

En = E0(1 + ε)n

or the number of cycles needed to a particle attains a given energy E is:

n = ln
(

E
E0

)
/ ln(1 + ε) . (10.5)

On the other hand a particle may escape from the shock region with some proba-
bility Pi (which is proportional to the velocity V ) and then the probability PEn that
a particle escapes from the shock region with an energy greater or equal to En is:

PEn = Pi
∞∑

j=n

(1 − Pj )
n = (1 − Pi )n . (10.6)

Replacing n by the formula deduced above one has:

PEn = (1 − Pi )
ln

(
E
E0

)
/ ln(1+ε)

ln PEn =
ln

(
E
E0

)

ln(1 + ε)
ln(1 − Pi )

ln PEn = ln(1 − Pi )
ln(1 + ε)

ln(
E
E0

) .

Then
N
N0

= PEn = (
E
E0

)−α

and
dN
dE

∝
(

E
E0

)−γ

(10.7)

10.2 How Are High-Energy Cosmic Rays Produced? 565

with

α = − ln(1 − Pi )
ln(1 + ε)

∼= Pi
ε

(10.8)

and
γ = α + 1 . (10.9)

The Fermi mechanism predicts then that the energy spectrum is a power law with
an almost constant index (both ε and Pi are proportional to 〈β〉).

In the case of supersonic shock α is predicted to be around 1 (γ ∼ 2). However, the
detected spectrum at Earth should be steeper! In its long journey from the Galactic
sources to the Earth the probability that the particles escapes from the Galaxy is
proportional to its energy (see Sect. 10.4.1):

∣∣∣∣
dN
dE
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Earth

∝
(
dN
dE

)

sources
× E−δ ∝

(
E
E0

)−γ−δ

.

Indeed the experimental values for the observed spectral index, as it was discussed
in Sect. 10.1.1, are between 2.7 and 3.3. From this, γ is measured to be between 2.0
and 2.3.

SNR through Fermi first-order acceleration mechanisms are commonly recog-
nized nowadays as responsible for most of the high-energy cosmic rays. However,
the proof that this mechanism can accelerate cosmic rays all the way up to the knee
region is still missing.

10.2.1.1 The Knee

The maximum energy that a charged particle could achieve in the supernova remnant
is then simply the rate of energy gain, times the time TS spent in the shock. In the
Fermi first-order model,

dE
dt

' β
E

Tcycle
,

where Tcycle ' λcycle/(βc) is the time between two crossings. Since λcycle ' rL '
E/(ZeB) (rL is the Larmor radius),

Tcycle ' E
ZeBβc

=⇒ dE
dt

' (β2c)ZeB .

Finally

Emax ' TS
dE
dt

' ZeBRSβ .

or, by differentiating wrt energy:
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Predicts a PL spectra, just as observed 
in nature! 
The index predicted to be 2 for 
supersonic shocks - a softer spectra 
observed - more later!
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The Fermi mechanism predicts then that the energy spectrum is a power law with an
almost constant index (both ⌅ and Pi are proportional to ⌥⇥�).

In the case of supersonic shock � is predicted to be around 1 (⇤ ⇤ 2). However the
detected spectrum at Earth should be steeper! In its long journey from the Galactic sources
to the Earth the probability that the particles escapes from the Galaxy is proportional to
its energy (see Section 10.4.1):
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Indeed the experimental values for the observed spectral index, as it was discussed in Section
10.1.1, are between 2.7 and 3.3. From this, ⇤ is measured to be between 2.0 and 2.3.

Supernova remnants through Fermi 1st order acceleration mechanisms are commonly
recognized nowadays as responsible for most of the high-energy cosmic rays. However, the
proof that this mechanism can accelerate cosmic rays all the way up to the knee region is
still missing.

The knee

The maximum energy that a charged particle could achieve in the supernova remnant is then
simply the rate of energy gain, times the time TS spent in the shock. In the Fermi 1st order
model,

dE
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E

Tcycle
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where Tcycle ⌅ ⇧cycle/(⇥c) is the time between two crossings. Since ⇧cycle ⌅ rL ⌅ E/(ZeB)
(rL is the Larmor radius),
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E
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=⇧ dE

dt
⌅ (⇥2c)ZeB .

Finally

Emax ⌅ TS
dE

dt
⌅ ZeBRS⇥ .

Inserting 4µG as a typical value of the galactic magnetic field B, and assuming TS ⌅ RS/(⇥c),
where RS is the radius of the supernova remnant, we obtain:

Emax ⌅ ⇥ ZeB RS ⌅ 300Z TeV . (10.2)

The shock acceleration of interstellar particles in supernova remnants explains the spectrum
of cosmic-ray protons up to few hundreds of TeV, close to the region where the knee begins.
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Inserting B=4μG and assuming 
TS ≃RS/(βc), where RS is the 
radius of the SNR
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Figure 10.27: X-ray image of the Cassiopeia A Supernova remnant. Credits NASA.
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Figure 10.28: Cosmic ray acceleration in the shock wave rest frame.
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The angle ⇤1(⇤2) between the particle initial (final) velocity and the shock velocity (see
Figure 10.26) is now constrained to this specific geometry: �1 ⇥ cos ⇤1 ⇥ 0 (0 ⇥ cos ⇤2 ⇥ 1);
on the other hand the probability of crossing the wave front is proportional to cos ⇤1 (cos ⇤2).

The mean values are

⌅cos ⇤1⇧ =
´ 0
�1 cos

2 ⇤1d cos ⇤1´ 0

�1 cos ⇤1d cos ⇤1
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Thus reminding that
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� 1

the energy gain is given by:
�E

E
= ⇥ ⇤ 4

3
� .

The turbulent magnetic fields in each side of the wave front will make the particle cross
the wave front back and forth many times.

In each cycle the particle gains then a small fraction of energy ⇥. After n cycles the
energy of the particle is:

En = E0(1 + ⇥)n

or the number of cycles needed to a particle attains a given energy E is:

n = ln

⇤
E

E0

⌅
/ ln(1 + ⇥) .

On the other hand a particle may escape from the shock region with some probability Pi

(which is proportional to the velocity V ) and then the probability PEnthat a particle escapes
from the shock region with an energy greater or equal to En is:

PEn = Pi

⇥⇧

j=n

(1� Pj)
n = (1� Pi)

n .

Replacing n by the formula deduced above one has:

PEn = (1� Pi)
ln
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E
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⇥
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) .
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energy gain ‘per crossing’!

'Fermi’s “ping-pong” acceleration process’

How about the MAX energy that can be reached?
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dN

dE
⌃

⇥
E

E0

⇤��

with

� = � ln(1� Pi)

ln(1 + ⌅)
⇤=

Pi

⌅

and
⇤ = � + 1 .

The Fermi mechanism predicts then that the energy spectrum is a power law with an
almost constant index (both ⌅ and Pi are proportional to ⌥⇥�).

In the case of supersonic shock � is predicted to be around 1 (⇤ ⇤ 2). However the
detected spectrum at Earth should be steeper! In its long journey from the Galactic sources
to the Earth the probability that the particles escapes from the Galaxy is proportional to
its energy (see Section 10.4.1):

����
dN

dE

����
Earth

⌃
⇥
dN

dE

⇤

sources

⇥ E�⇥ ⌃
⇥

E

E0

⇤���⇥

.

Indeed the experimental values for the observed spectral index, as it was discussed in Section
10.1.1, are between 2.7 and 3.3. From this, ⇤ is measured to be between 2.0 and 2.3.

Supernova remnants through Fermi 1st order acceleration mechanisms are commonly
recognized nowadays as responsible for most of the high-energy cosmic rays. However, the
proof that this mechanism can accelerate cosmic rays all the way up to the knee region is
still missing.

The knee

The maximum energy that a charged particle could achieve in the supernova remnant is then
simply the rate of energy gain, times the time TS spent in the shock. In the Fermi 1st order
model,

dE

dt
⌅ ⇥

E

Tcycle
,

where Tcycle ⌅ ⇧cycle/(⇥c) is the time between two crossings. Since ⇧cycle ⌅ rL ⌅ E/(ZeB)
(rL is the Larmor radius),

Tcycle ⌅
E

ZeB⇥c
=⇧ dE

dt
⌅ (⇥2c)ZeB .

Finally

Emax ⌅ TS
dE

dt
⌅ ZeBRS⇥ .

Inserting 4µG as a typical value of the galactic magnetic field B, and assuming TS ⌅ RS/(⇥c),
where RS is the radius of the supernova remnant, we obtain:

Emax ⌅ ⇥ ZeB RS ⌅ 300Z TeV . (10.2)

The shock acceleration of interstellar particles in supernova remnants explains the spectrum
of cosmic-ray protons up to few hundreds of TeV, close to the region where the knee begins.
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Inserting B=4μG and assuming 
TS ≃RS/(βc), where RS is the 
radius of the SNR
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In the non-relativistic case the particle distribution is, at zeroth order, isotropic 
Therefore: 
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Figure 10.27: X-ray image of the Cassiopeia A Supernova remnant. Credits NASA.
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Figure 10.28: Cosmic ray acceleration in the shock wave rest frame.
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The angle ⇤1(⇤2) between the particle initial (final) velocity and the shock velocity (see
Figure 10.26) is now constrained to this specific geometry: �1 ⇥ cos ⇤1 ⇥ 0 (0 ⇥ cos ⇤2 ⇥ 1);
on the other hand the probability of crossing the wave front is proportional to cos ⇤1 (cos ⇤2).

The mean values are
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The turbulent magnetic fields in each side of the wave front will make the particle cross
the wave front back and forth many times.

In each cycle the particle gains then a small fraction of energy ⇥. After n cycles the
energy of the particle is:

En = E0(1 + ⇥)n

or the number of cycles needed to a particle attains a given energy E is:

n = ln

⇤
E

E0

⌅
/ ln(1 + ⇥) .

On the other hand a particle may escape from the shock region with some probability Pi

(which is proportional to the velocity V ) and then the probability PEnthat a particle escapes
from the shock region with an energy greater or equal to En is:

PEn = Pi
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Replacing n by the formula deduced above one has:
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energy gain ‘per crossing’!

'Fermi’s “ping-pong” acceleration process’

How about the MAX energy that can be reached?

Very reasonable too for SNRs, remember the 
‘knee’ in the CR spectrum. Depends on Z!



Figure 10.29: The interpretation of the knee as due to the dependence of the maximum
energy on the nuclear charge Z. The flux of each nuclear species sharply decreases after a
given cut-o�. The behaviour of hydrogen, silicon (Z = 14) and iron (Z = 26) nuclei are
depicted in figure. From [F10.1].

An important consequence of (10.2) is that the maximum energy is proportional to the
charge Z of the ion, and it is thus higher for multiply ionised nuclei with respect to a single-
charged proton. Thus, in this model, the knee is explained as a structure due to the di�erent
maximum energy reached by nuclei with di�erent charge Z (Figure 10.29).

10.2.2 Production of high-energy gamma-rays

High-energy photons can be produced by the interaction of high-energy charged particles (for
example electrons, protons, ions accelerated by the shock waves of remnants of gravitational
collapses) with nuclear targets such as molecular clouds or radiation fields (magnetic fields,
photon fields). An alternative could be the production via the decay of heavy particles. We
distinguish between purely leptonic mechanisms of production and models in which photons
are secondary products of hadronic interactions; the latter provide a direct link between
high-energy photon production and the acceleration of charged cosmic rays.

Leptonic models

Being neutral, photons cannot be directly accelerated; however, mechanisms exist such that
photons of rather large energies are radiated. We examine in this subsection radiation
processes just involving leptons (they are called “leptonic” mechanisms of photoproduc-
tion). In particular we shall sketch the simplest self-sustaining acceleration mechanism, the
synchrotron-self-compton in one region.

Synchrotron radiation. High-energy photon emission in the beginning is generally due
to synchrotron radiation. The dynamics of charged particles is strongly influenced by the
magnetic fields present is astrophysical environments through the Lorentz force. Accelerated
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SNR 
Galactic Sources

AGNs? 
GRBs?



Beyond SNRs - Hillas Plot

10.3 Possible Acceleration Sites and Sources 571

Table 10.1 Typical values of radii and magnetic fields in acceleration sites, and the maximum
attainable energy
Source Magnetic field Radius Maximum energy (eV)

SNR 30 µG 1 pc 3 × 1016

AGN 300 µG 104 pc >1021

GRB 109 G 10−3 AU 0.2 × 1021

Fig. 10.32 The “Hillas plot” represents astrophysical objects which are potential cosmic ray accel-
erators on a two-dimensional diagram where on the horizontal direction the size linear extension
R of the accelerator, and on the vertical direction the magnetic field strength B are plotted. The
maximal acceleration energy E is proportional to Z RBv, where v is the shock velocity in units of
the speed of light and Z is the absolute value of the particle charge in units of the electron charge.
Particular values for the maximal energy correspond to diagonal lines in this diagram and can be
realized either in a large, low field acceleration region or in a compact accelerator with high mag-
netic fields. Typical shock velocities go from v ∼ 1 in extreme environments down to v ∼ 1/300.
From http://astro.uni-wuppertal.de/~kampert

E
1 PeV

$ B
1µG

× R
1 pc

(10.16)

E
1 PeV

$ 0.2
B

1 G
× R

1 AU
. (10.17)

This entails the so-called Hillas relation, which is illustrated by (Table 10.1) and
Fig. 10.32. We remind that the energies in the Hillas plot are maximum attainable
energies: besides the containment, one must have an acceleration mechanism.

In the following, known possible acceleration sites are described.

The size of the acceleration region must be large enough to contains particles 
it accelerates - heuristic Hillas criterion

Energy



CR acceleration
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Summary: 
• Astrophysical shocks provide prime location for particle (ping-pong) acceleration! 
• Additional acceleration sites include vicinity of pulsars (rotational energy) and Active 

Galactic Nuclei (black hole gravity)

This image combines X-ray data from ESA’s XMM-Newton and 
NASA’s Chandra X-ray Observatory (combined to form the blue 
and green colours) with infrared observations from NASA’s 
Spitzer Space Telescope and Wide-Field Infrared Survey Explorer 
(yellow and red).

The supernova remnant RCW 86 is some 8000 light-years away.



Beyond linear ‘test 
particle’ theory…





CR energy losses
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Now we have some idea on how primary CRs are accelerated, but how about their 
propagation in the medium/energy losses? 
Intimately related to the production of ‘secondaries’ e.g. gamma rays.



Big picture: connection between CRs and neutral 
messengers (𝛄’s and 𝛎’s)
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Big picture: connection between CRs and neutral 
messengers (𝛄’s and 𝛎’s)
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Big picture: connection between CRs and neutral 
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Big picture: connection between CRs and neutral 
messengers (𝛄’s and 𝛎’s)

𝛄’s and 𝛎’s  

• produced in interactions of charged CRs with the medium 
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    and      from  DM annihilations in halop̄ e+
Indirect Detection: basics

Charged CRs

Importance of multi-messenger approach!



Today’s tutorial

Gamma-ray sources with the Cherenkov Telescope Array (CTA)

1 - We will run the tutorial online with Google Collab: 

https://colab.research.google.com/drive/185MH2XjbCmMfvXLp5PXkqsoR5-nDkvhj?usp=sharing 

2 - Requirements: 

 - Have a google account 
 - Preferably run on Google Chrome 
 - Download the file "cta-prod5-zenodo-fitsonly-v0.1.zip" from  

                https://zenodo.org/record/5499840#.YUya5WYzbUI

•We will use gammapy 
(official CTA tool) 

• Tutorial will be given by 
Judit Perez Romero



Class 2
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CR energy losses
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Now we have some idea on how primary CRs are accelerated, but how about their 
propagation in the medium/energy losses? 
Intimately related to the production of ‘secondaries’ e.g. gamma rays.

And after that move to 𝛄’s (and 𝛎’s)



CR energy losses
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CR energy losses

77

The electron interacts with this medium by means of essentially four processes:  

(i) by making elastic and inelastic collisions with the atoms and ions of the gas, 
(ionization) 

(ii)  by emitting a bremsstrahlung photon during these same scatterings,   

(iii) by undergoing Compton scatterings with the photons of the radiation field,  

(iv) by being accelerated by the magnetic field, emitting synchrotron radiation or 
"magnetic bremsstrahlung" in the process.  

The first process (i) is important only at low energies and will not be considered. 

Focus on electrons first:
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The electron interacts with this medium by means of essentially four processes:  

(i) by making elastic and inelastic collisions with the atoms and ions of the gas, 
(ionization) 

(ii)  by emitting a bremsstrahlung photon during these same scatterings,   

(iii) by undergoing Compton scatterings with the photons of the radiation field,  

(iv) by being accelerated by the magnetic field, emitting synchrotron radiation or 
"magnetic bremsstrahlung" in the process.  

The first process (i) is important only at low energies and will not be considered. 

Focus on electrons first:

Reasons for treating the three processes together: 
—  all three are photon-producing processes and provide information about the 
interaction of the electrons with the medium through the detection of these photons.  
— each process is essentially a special case of Compton scattering,  breams with 
virtual photons, synch with B field.



Inverse Compton Scattering

Compton vs inverse-Compton:

e losses in radiation fields: Inverse Compton Scattering
It is the process by which a HE e transfers energy & momentum 
to a low energy “target” photon in the environment

photon gains energy

lower energy photon

electron loses some energyhigh energy electron

Final ! energy can be understood as 
“double frame change”:

" In the HE e frame, ! of energy % seen 
having %’~ ! %.

" In this frame, if little recoil is involved, 
the scattering leaves %’ unchanged
(not momentum direction, of course!)

" Back in the the Lab frame this means 
 %’’~ ! %’ ~ !2 %

Emax = (h #)max  & 4 !2 h #0

# / #0 

arbitrary unit 

log10I(#) 
arbitrary unit 

#max / #0

1% Compton Scattenkg 

Quantum effects appear in two ways: First, through the hnematics of 
the scattering process, and, second, through the alteration of the cross 
sections. The kinematic effects occur because a photon possesses a 
momentum h v / c  as well as an energy hv. The scattering will no longer be 
elastic (c,#r) because of the recoil of the charge. Let us set up the 
conservation .of energy and momentum relations. The initial and final 
four-momenta of the photon are P,; =(r/c)( l,ni) and_P,f=(e,/c)( 1, n,) and 
the initial and final momenta of the electron are Pej=(rnc,O) and Fe,= 
( E / c , p ) ,  where ni and n, are the initial and final directions of the photons 
(see Fig. 7.1). Conservation of momentum and energy is+expres:ed 9 
Pei f P . = Per+ PTP Rearranging terms and squaring gives I Pe,lz= I Pei + P,; 
- P, fy  which eliminates the final electron momentum. We thus finally 
obtain 

+ - - -  

In terms of wavelength, this can be written: 

A,  -A=A,(I -case) 

where the Compton wavelength is defined by 

h 
mc 

X , r  - 

= 0.02426 A for electrons. 

(7.3a) 

(7.3b) 

Figure %I  Geometry for scattering of a photon by an electron Ltitially at rest. 

Compton scattering - electron initially at rest.  

Inverse Compton - moving electrons!  

When electrons have sufficient kinetic energy compared to the photon, 
net energy may be transferred from the electron to the photon
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if there will always be some arrangements of angles for which the scattered
photon looses part of its energy.

5.5.1 Thomson regime

Perhaps, a better name should be “inverse Thomson” scattering, as will
appear clear shortly.

5.5.2 Typical frequencies

In the frame K ′ comoving with the electron, the incoming photon energy is

x′ = xγ(1− β cosψ) (5.16)

where ψ is the angle between the electron velocity and the photon direction
(see Fig 5.5).

Figure 5.5: In the lab frame an electron is moving with velocity v. Its
velocity makes an angle ψ with an incoming photon of frequency ν. In the
frame where the electron is at rest, the photon is coming from the front,
with frequency ν ′, making an angle ψ′ with the direction of the velocity.

At first sight this is different from x′ = xδ derived in Chapter 3. But
notice that i) in this case the angle ψ is measured in the lab frame; ii) it is
not the same angle going into the definition of δ (i.e. in δ we use the angle
between the line of sight and the velocity of the emitter, i.e. θ′ = π − ψ′).

electron rest frame
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x is the photon energy in 
LAB frame

in the electron rest frame:
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Going to the rest frame of the electrons we should use (recalling Eq. 3.16
for the transformation of angles):

cosψ =
β + cosψ′

1 + β cosψ′
(5.17)

Substituting this into equation 5.16 we have

x′ =
x

γ(1 + β cosψ′)
(5.18)

Finally, consider that cos θ′ = cos(π − ψ′) = − cosψ′, validating x′ = xδ.
If x′ " 1, we are in the Thomson regime. In the rest frame of the

electron the scattered photon will have the same energy x′1 as before the
scattering, independent of the scattering angle. Then

x′1 = x′ (5.19)

This photon will be scattered at an angle ψ′
1 with respect to the electron

velocity. The pattern of the scattered radiation will follow the pattern of
the cross section (i.e. a peanut). Think to the scattering in the comoving
frame as a re-isotropization process: even if the incoming photons are all
coming from the same direction, after the scattering they are distributed
quasi–isotropically. Going back to K the observer sees

x1 = x′1γ(1 + β cosψ′
1) (5.20)

Recalling again Eq. 3.16, for the transformation of angles:

cosψ′
1 =

cosψ1 − β

1− β cosψ1
(5.21)

we arrive to the final formula:

x1 = x
1− β cosψ

1− β cosψ1
(5.22)

Now all quantities are calculated in the lab–frame.
Let us see the minimum and maximum energies. The maximum is when

ψ = π (head on collision), and when ψ1 = 0 (the photon is scattered along
the electron velocity vector). In these head–on collisions:

x1 = x
1 + β

1− β
= γ2(1 + β)2x → 4γ2x; head− on (5.23)

where the last step is valid if γ $ 1. The other extreme is for ψ1 = π and
ψ = 0. In this case the incoming photon “comes from behind” and bounces
back. In these “tail–on” collisions:

x1 = x
1− β

1 + β
=

x

γ2(1 + β)2
→

x

4γ2
; tail− on (5.24)

energy x

Inverse Compton Scattering See e.g. “RADIATIVE 
PROCESSES IN HIGH 
ENERGY ASTROPHYSICS" 
Gabriele Ghisellini, 1202.5949

Then back in the LAB frame:
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Figure 5.6: Maximum and minimum scattered frequencies. The maximum
occurs for head-on collisions, the minimum for tail–on ones. These two
frequencies are one the inverse of the other.

where again the last step is valid if γ ! 1. Another typical angle is sinψ1 =
1/γ, corresponding to cosψ1 = β. This corresponds to the aperture angle
of the beaming cone. For this angle:

x1 =
1− β cosψ

1− β2
x = γ2(1− β cosψ)x; beaming cone (5.25)

which becomes x1 = x/(1 + β) for ψ = 0, x1 = γ2x for ψ = π/2 and
x1 = γ2(1 + β)x for ψ = π.

For an isotropic distribution of incident photons and for γ ! 1 the
average photon energy after scattering is (see Eq. 5.47):

〈x1〉 =
4

3
γ2x (5.26)

Total loss rate

We can simply calculate the rate of scatterings per electron considering all
quantities in the lab–frame. Let n(ε) be the density of photons of energy
ε = hν, v the electron velocity and ψ the angle between the electron velocity
and the incoming photon. For mono–directional photon distributions, we
have:

dN

dt
=

∫

σTvreln(ε)dε (5.27)

- energy of the photon is greatly 
enhanced (by gamma>>1) 
- electron looses little energy, and all is 
taken by photons 
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where the last step is valid if γ $ 1. The other extreme is for ψ1 = π and
ψ = 0. In this case the incoming photon “comes from behind” and bounces
back. In these “tail–on” collisions:

x1 = x
1− β

1 + β
=

x

γ2(1 + β)2
→

x

4γ2
; tail− on (5.24)

Inverse Compton Scattering

⇒ MAX energy: ψ = π (head on collision) and ψ1 = 0 (the photon along the electron velocity)

⇒ MIN energy: ψ = 0 and ψ1 = π 
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Figure 5.6: Maximum and minimum scattered frequencies. The maximum
occurs for head-on collisions, the minimum for tail–on ones. These two
frequencies are one the inverse of the other.
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and the incoming photon. For mono–directional photon distributions, we
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The energy loss rate of the electron (PER electron !)

Inverse Compton Scattering

Thompson x-section

Photon radiation 
field energy density

Average energy of a radiated 
photons per scattering



The energy loss rate of the electron (PER electron !)

Inverse Compton Scattering

Thompson x-section
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where the last step is valid if γ $ 1. The other extreme is for ψ1 = π and
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=
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x

4γ2
; tail− on (5.24)

Relativistic Klein-Nishina regieme ofter 
relevant!



The spectrum: 
the average energy of the photons PER electron: 
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This is the typical Inverse Compton frequency.

The exact derivation can be found e.g. in Rybicki & Lightman (1979)
and in Blumenthal & Gould (1970). We report here the final result, valid
for a monochromatic and isotropic seed photons distribution, characterized
by a specific intensity

I(x)

x
=

I0
x
δ(x − x0) (5.43)

Note that I(x)/x is the analog of the normal intensity, but it is associated
with the number of photons. If we have n electrons per cubic centimeter we
have:

εIC(x1) =
σTnI0(1 + β)

4γ2β2x0
FIC(x1) (5.44)

The function FIC contains all the frequency dependence:

FIC(x1) =
x1
x0

[

x1
x0

−
1

(1 + β)2γ2

]

;
1

(1 + β)2γ2
<

x1
x0

< 1

FIC(x1) =
x1
x0

[

1−
x1
x0

1

(1 + β)2γ2

]

; 1 <
x1
x0

< (1 + β)2γ2 (5.45)

The first line corresponds to downscattering: the scattered photon has less
energy than the incoming one. Note that in this case FIC(x1) ∝ x21. The
second line corresponds to upscattering: in this case FIC(x1) ∝ x1 except
for frequencies close to the maximum ones. The function FIC(x1) is shown
in Fig. 5.8 for different values of γ. The figure shows also the spectrum of
the photons contained in the beaming cone 1/γ: the corresponding power is
always 75% of the total.

The average frequency of FIC(x1) is

〈x1〉 = 2γ2x0; energy spectrum (5.46)

This is the average frequency of the energy spectrum. We sometimes want
to know the average energy of the photons, i.e. we have to calculate the
average frequency of the photon spectrum FIC(x1)/x1. This is:

〈x1〉 =
4

3
γ2x0; photon spectrum (5.47)

5.6 Emission from many electrons

We have seen that the emission spectrum from a single particle is peaked,
and the typical frequency is boosted by a factor γ2. This is equal to the
synchrotron case. Therefore we can derive the Inverse Compton emissiv-
ity as we did for the synchrotron one. Again, assume a power–law energy
distribution for the relativistic electrons:

N(γ) = Kγ−p = N(E)
dE

dγ
; γmin < γ < γmax (5.48)

Full photon energy spectrum for a DISTRIBUTION of electrons
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This is the typical Inverse Compton frequency.

The exact derivation can be found e.g. in Rybicki & Lightman (1979)
and in Blumenthal & Gould (1970). We report here the final result, valid
for a monochromatic and isotropic seed photons distribution, characterized
by a specific intensity

I(x)

x
=

I0
x
δ(x − x0) (5.43)

Note that I(x)/x is the analog of the normal intensity, but it is associated
with the number of photons. If we have n electrons per cubic centimeter we
have:

εIC(x1) =
σTnI0(1 + β)

4γ2β2x0
FIC(x1) (5.44)

The function FIC contains all the frequency dependence:

FIC(x1) =
x1
x0

[

x1
x0

−
1

(1 + β)2γ2

]

;
1

(1 + β)2γ2
<

x1
x0

< 1

FIC(x1) =
x1
x0

[

1−
x1
x0

1

(1 + β)2γ2

]

; 1 <
x1
x0

< (1 + β)2γ2 (5.45)

The first line corresponds to downscattering: the scattered photon has less
energy than the incoming one. Note that in this case FIC(x1) ∝ x21. The
second line corresponds to upscattering: in this case FIC(x1) ∝ x1 except
for frequencies close to the maximum ones. The function FIC(x1) is shown
in Fig. 5.8 for different values of γ. The figure shows also the spectrum of
the photons contained in the beaming cone 1/γ: the corresponding power is
always 75% of the total.

The average frequency of FIC(x1) is

〈x1〉 = 2γ2x0; energy spectrum (5.46)
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4

3
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5.6 Emission from many electrons

We have seen that the emission spectrum from a single particle is peaked,
and the typical frequency is boosted by a factor γ2. This is equal to the
synchrotron case. Therefore we can derive the Inverse Compton emissiv-
ity as we did for the synchrotron one. Again, assume a power–law energy
distribution for the relativistic electrons:

N(γ) = Kγ−p = N(E)
dE

dγ
; γmin < γ < γmax (5.48)

assume a power–law energy distribution for the relativistic electrons: 

(E=ɣmc2)

Inverse Compton Scattering

-> for a power law electron distribution, photon energy spectrum is power law with a related index!
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emission is isotropic). We can set:

εc(νc)dνc =
1

4π
mec

2Pc(γ)N(γ)dγ (5.50)

This leads to:

εc(νc) =
1

4π

(4/3)α

2
σTcK

Ur

ν0

(

νc
ν0

)−α

(5.51)

Again, a power law, as in the case of synchrotron emission by a power law
energy distribution. Again the same link between α and p:

α =
p− 1

2
(5.52)

Of course, this is not a coincidence: it is because both the Inverse Compton
and the synchrotron single electron spectra are peaked at a typical frequency
that is a factor γ2 greater than the starting one.

Eq. 5.51 becomes a little more clear if

• we express εc(νc) as a function of the photon energy hνc. Therefore
εc(hνc) = εc(νc)/h;

• we multiply and divide by the source radius R;

• we consider a proxy for the scattering optical depth of the relativistic
electrons setting τc ≡ σTKR.

Then we obtain:

εc(hνc) =
1

4π

(4/3)α

2

τc
R/c

Ur

hν0

(

νc
ν0

)−α

(5.53)

In this way: τc (for τc < 1) is the fraction of the seed photons Ur/hν0
undergoing scattering in a time R/c, and νc/ν0 ∼ γ2 is the average gain in
energy of the scattered photons.

5.6.1 Non monochromatic seed photons

It is time to consider the more realistic case in which the seed photons are
not monochromatic, but are distributed in frequency. This means that we
have to integrate Eq. 5.51 over the incoming photon frequencies. For clarity,
let us drop the subscript 0 in ν0. We have

εc(νc) =
1

4π

(4/3)α

2

τc
R/c

ν−α
c

∫ νmax

νmin

Ur(ν)

ν
ναdν (5.54)

where Ur(ν) [erg cm−3 Hz−1] is the specific radiation energy density at
the frequency ν. The only difficulty of this integral is to find the correct
limit of the integration, that, in general, depend on νc. Note also another
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emission is isotropic). We can set:

εc(νc)dνc =
1

4π
mec

2Pc(γ)N(γ)dγ (5.50)
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(5.51)

Again, a power law, as in the case of synchrotron emission by a power law
energy distribution. Again the same link between α and p:

α =
p− 1

2
(5.52)

Of course, this is not a coincidence: it is because both the Inverse Compton
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Take home messages: 

— for a power law electron distribution, photon energy spectrum is power law with a related 
index! 
— typical photon energy after scattering is boosted by γ2 
— gamma ray flux follows the energy density of target photons Ur

Inverse Compton Scattering
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which may be written 

4 
3 

P = - OTC/32 &J,. 

Here u T = 8 r r i / 3  is the Thomson cross section, and U, is the magnetic 
energy density, U, = B 2 / 8 n .  

6.2 SPECTRUM OF SYNCHROTRON RADIATION: 
A QUALITATIVE DISCUSSION 

The spectrum of synchrotron radiation must be related to the detailed 
variation of the electric field as seen by an observer. Because of beaming 
effects the emitted radiation fields appear to be concentrated in a narrow 
set of directions about the particle’s velocity. Since the velocity and 
acceleration are perpendicular, the appropriate diagram is like the one in 
Fig. 4.1 Id. 

The observer will see a pulse of radiation confined to a time interval 
much smaller than the gyration period. The spectrum will thus be spread 
over a much broader region than one of order we/2r .  This is an essential 
feature of synchrotron radiation. 

We can find orders of magnitude by reference to Fig. 6.2. The observer 
will see the pulse from points 1 and 2 along the particle’s path, where these 
points are such that the cone of emission of angular width -l/y includes 

Synchrotron scattering

Remember: analogous covariant expression 
(as seen also in analogy with IC).
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vrel = c−v cosψ is the relative velocity between the electron and the incom-
ing photons. We then have

dN

dt
=

∫

σTc(1− β cosψ)n(ε)dε (5.28)

Note that the rate of scatterings in the lab frame, when the electron and/or
photon are anisotropically distributed, can be described by an effective cross
section σeff ≡

∫

σT(1 − β cosψ)dΩ/4π. For photons and electrons moving
in the same direction the scattering rate (hence, the effective optical depth)
can be greatly reduced.

The power contained in the scattered radiation is then

dEγ

dt
=

ε1dN

dt
= σTc

∫

(1− β cosψ)2

1− β cosψ1
εn(ε)dε (5.29)

Independently of the incoming photon angular distribution, the average
value of 1 − β cosψ1 can be calculated recalling that, in the rest frame of
the electron, the scattering has a backward–forward symmetry, and there-
fore 〈cosψ′

1〉 = π/2. The average value of cosψ1 is then β, leading to
〈1− β cosψ1〉 = 1/γ2. We therefore obtain

dEγ

dt
= σTcγ

2
∫

(1− β cosψ)2εn(ε)dε (5.30)

If the incoming photons are isotropically distributed, we can average out
(1−β cosψ)2 over the solid angle, obtaining 1+β2/3. The power produced
is then

dEγ

dt
= σTcγ

2

(

1 +
β2

3

)

Ur (5.31)

where

Ur =

∫

εn(ε)dε (5.32)

is the energy density of the radiation before scattering. This is the power
contained in the scattered radiation. To calculate the energy loss rate of the
electron, we have to subtract the initial power of the radiation eventually
scattered

Pc(γ) ≡
dEe

dt
=

dEγ

dt
− σTcUr =

4

3
σTcγ

2β2Ur (5.33)

A simple way to remember Eq. 5.33 is:

Pc(γ) =

(

# of collisions

sec

)

(average phot. energy after scatt.)

=

(

σTc
Ur

〈hν〉

) (

4

3
〈hν〉γ2

)

(5.34)

Note the similarity with the synchrotron energy loss. The two energy loss
rates are identical, once the radiation energy density is replaced by the
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Note the similarity with the synchrotron energy loss. The two energy loss
rates are identical, once the radiation energy density is replaced by the

As for the IC:  

— the losses are proportional to the square of the electron energy 

— to the cross section, and energy density of the target field! 



how about the spectrum?

Synchrotron scattering
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of them, with frequencies going at least up to 1/∆tA. In this case the har-
monics are many, guaranteeing that the spectrum becomes continuous with
any reasonable line broadening effect, and the power is concentrated at high
frequencies.

4.4 Emission from many electrons

Again, this problem is treated in several text books, so we repeat the basic
results using some approximations, tricks and shortcuts.

The queen of the particle energy distributions in high energy astrophysics
is the power law distribution:

N(γ) = K γ−p = N(E)
dE

dγ
; γminγ < γmax (4.21)

Now, assuming that the distribution of pitch angles is the same at low and
high γ, we want to obtain the synchrotron emissivity produced by these par-
ticles. Beware that the emissivity is the power per unit solid angle produced
within 1 cm3. The specific emissivity is also per unit of frequency. So, if Eq.
4.21 represents a density, we should integrate over γ the power produced by
the single electron (of a given γ) times N(γ), and divide all it by 4π, if the
emission is isotropic:

εs(ν, θ) =
1

4π

∫ γmax

γmin

N(γ)P (γ, ν, θ)dγ (4.22)

Doing the integral one easily finds that, in an appropriate range of frequen-
cies:

εs(ν, θ) ∝ KB(p+1)/2ν−(p−1)/2 (4.23)

The important thing is that a power law electron distribution produces a
power law spectrum, and the two spectral indices are related. We tradition-
ally call α the spectral index of the radiation, namely εs ∝ ν−α. We then
have

α =
p− 1

2
(4.24)

This result is so important that it is worth to try to derive it in a way as
simple as possible, even without doing the integral of Eq. 4.22. We can
in fact use the fact that the synchrotron spectrum emitted by the single
particle is peaked. We can then say, without being badly wrong, that all
the power is emitted at the typical synchrotron frequency:

νs = γ2νL; νL ≡
eB

2πmec
(4.25)

In other words, there is a tight correspondence between the energy of the
electron and the frequency it emits. To simplify further, let us assume that
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the pitch angle is 90◦. The emissivity at a given frequency, within an interval
dν, is then the result of the emission of electrons having the appropriate
energy γ, within the interval dγ

εs(ν)dν =
1

4π
PsN(γ)dγ; γ =

(

ν

νL

)1/2

;
dγ

dν
=

ν−1/2

2ν1/2L

(4.26)

we then have

εs(ν) ∝ B2γ2Kγ−pdγ

dν

∝ B2K

(

ν

νL

)(2−p)/2 ν−1/2

ν1/2L

∝ KB(p+1)/2 ν−(p−1)/2 (4.27)

where we have used νL ∝ B.
The synchrotron flux received from a homogeneous and thin source of

volume V ∝ R3, at a distance dL, is

Fs(ν) = 4πεs(ν)
V

4πd2L

∝
R3

d2L
KB1+αν−α

∝ θ2sRKB1+αν−α (4.28)

where θs is the angular radius of the source (not the pitch angle!). Observing
the source at two different frequencies allows to determine α, hence the slope
of the particle energy distribution. Furthermore, if we know the distance
and R, the normalization depends on the particle density and the magnetic
field: two unknowns and only one equation. We need another relation to
close the system. As we will see in the following, this is provided by the
self–absorbed flux.

4.5 Synchrotron absorption: photons

All emission processes have their absorption counterpart, and the synchrotron
emission is no exception. What makes synchrotron special is really the fact
that it is done by relativistic particles, and they are almost never distributed
in energy as a Maxwellian. If they were, we could use the well known fact
that the ratio between the emissivity and the absorption coefficient is equal
to the black body (Kirchhoff law) and then we could easily find the absorp-
tion coefficient. But in the case of a non–thermal particle distribution we
cannot do that. Instead we are obliged to go back to more fundamental

power law electron distribution 
produces a power law spectrum, and 
the two spectral indices are related 



Inverse Compton vs synchrotron scattering

Crab Nebula - an astrophysics ‘darling’ 

Is a supernova 
remnant (that went off 
in 1054 as 
documented by 
Chinese astronomers) 
and pulsar wind 
nebula (in the inner 
parts of the nebula).  

At the center of it is a 
Crab pulsar that 
powers the nebula 
(discovered in 1968). 

~2kpc away.



Inverse Compton

Synchrotron

High B field
(~160 µG)

Aharonian et al. 2004

~ 80% SSC
~ 20% IC

   FIR,mm,
   CMB

Multiwavelength spectra: Crab Nebula
This object seems to be well explained in a framework where the spinning NS 
injects leptons, which produce SR on the B-field & mostly the same SR photons 
are upscattered to produce the second peak (Synchrotron Self-Compton Model)

In SSC, comparing the two peaks allows one to deduce the B-field intensity.
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magnetic energy density UB. Therefore, if relativistic electrons are in a
region with some radiation and magnetic energy densities, they will emit by
both the synchrotron and the Inverse Compton scattering processes. The
ratio of the two luminosities will be

Lsyn

LIC
=

Psyn

Pc
=

UB

Ur
(5.35)

where we have set dEIC/dt = dEe/dt. This is true unless one of the two
processes is inhibited for some reason. For instance:

• At (relatively) low energies, electrons could emit and absorb synchrotron
radiation, so the synchrotron cooling is compensated by the heating
due to the absorption process.

• At high energies, electrons could scatter in the Klein–Nishina regime:
in this case, since the cross section is smaller, they will do less scat-
terings, and cool less.

Figure 5.7: In the center of a semi–sphere (the “bowl”) we have relativistic
electrons going down and going up, all with the same γ. Since the seed
photon distribution is anisotropic, so is the scattered radiation and power.
The losses of the electron going down are 7 times larger than those of the
electron going up (if γ ! 1). Since almost all the radiation is produced
along the velocity vector of the electrons, also the downward radiation is 7
times more powerful than the upward radiation.

But let us go back to Eq. 5.30, that is the starting point when dealing
with anisotropic seed photon distributions. Think for instance to an accre-
tion disk as the producer of the seed photons for scattering, and some cloud

Inverse Compton Scattering - relation with 
synchrotron scattering
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Inverse Compton Scattering - relation with 
synchrotron scattering

Note also that 
synchrotron falls typically 
In the radio band !



Bremsstrahlung

Bremsstrahlung ("braking radiation") is electromagnetic radiation 
produced by the deceleration of a charged particle when deflected 
by another charged particle, typically an electron by an atomic 
nucleus. The moving particle loses kinetic energy, which is 
converted into a photon.



Bremsstrahlung

Main features -- electron energy losses (and photon energy spectrum) are:   
• linear function of the electron energy  
• linear function of gas density

Similarly, one can derive the e± energy loss due to bremsstrahlung as the integral over
all the emitted photon energies

bbrem ⇥ �dEe±

dt
= c

⇤

i

ni
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dE� E�
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dE�
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For scattering on ionized matter (‘weak shielding’ regime), one has 3
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On the other hand, for relativistic scattering on atomic neutral matter (‘strong-shielding’)
in the � ⇤ 0 limit, one can write

bneutbrem = �em
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Note that, at leading order, energy losses are linearly dependent from Ee± . A further
logarithmic dependence arises for scattering in ionized medium, while a small additional
energy dependence is also found in neutral medium if one accounts for the e⇥ect of finite
�. In practice, neutral atomic gas constitutes the dominant component (as we will see
in the next subsection) and the scattering is always in relativistic regime so that eq.s (7)
and (4) would be enough for our purposes. We will anyway use the full description in the
numerical computations.

2.1 Interstellar gas maps

Interstellar gas is composed mainly of hydrogen, which is dominantly found in atomic
(HI) and molecular (H2) forms. While cold H2 clouds are tightly concentrated within
the Galactic Plane, HI has a more significant scale height. Ionized hydrogen (HII) is
subdominant in mass, but due to its large scale height, it is important to consider it when
modeling large scale emission (which will not be the case in this work). Helium (He) has
an abundance of 11% with respect to H [15] and it is assumed that its distribution follows
that of interstellar hydrogen. Heavier elements and dust make less than 1% and we neglect
them in the following.

HI maps are in general derived from the measurements of the 21-cm spectral line,
emitted in transitions between the atomic hydrogen S2 ground state levels split by the
hyperfine structure. H2, on the other hand cannot be directly observed in emission, as it
is has no permitted lines at radio frequencies. It is therefore traced indirectly by using
emission lines of CO (typically the 2.6 mm one caused by the J = 1 ⇤ 0 transition of the
CO excited by the collisions with the H2 molecules). There is a considerable uncertainty
in relating the column densities of measured CO and more abundant H2 and it is captured
by their proportionality factor XCO (see for example [16] or [17]). This is one of the
main sources of uncertainty in obtaining H2 maps, while the error on the so-called spin
temperature is the source of dominant uncertainty for HI maps.

In what follows we will implement in the Pppc4dmid code 2D analytical gas model
maps as used in Galprop and described in [18]. This choice facilitates our comparison of
the results from the two codes we use.

3This expression is actually valid for any energy Ee± of the incident e± and not only for the relativistic
case, which is however the only one of interest.
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electron energy loss 
parameter, b=-dE/dt

total energy losses

weak shielding

strong shielding

Remember, it was 
square for IC&synch!



Bremsstrahlung

Main features -- electron energy losses (and photon energy spectrum) are:   
• linear function of the electron energy  
• linear function of gas density

Similarly, one can derive the e± energy loss due to bremsstrahlung as the integral over
all the emitted photon energies

bbrem ⇥ �dEe±

dt
= c

⇤

i

ni

⌅ Ee±

0

dE� E�
d⇤i

dE�
. (5)

For scattering on ionized matter (‘weak shielding’ regime), one has 3

bionbrem = �em
3 ⇤T

2⇥
ni Z(Z + 1)

�
log 2

Ee±

me
� 1

3

⇥
Ee± . (6)

On the other hand, for relativistic scattering on atomic neutral matter (‘strong-shielding’)
in the � ⇤ 0 limit, one can write

bneutbrem = �em
3 ⇤T

8⇥
ni

�
4

3
⌅i
1,ss �

1

3
⌅i
2,ss

⇥
Ee± . (7)

Note that, at leading order, energy losses are linearly dependent from Ee± . A further
logarithmic dependence arises for scattering in ionized medium, while a small additional
energy dependence is also found in neutral medium if one accounts for the e⇥ect of finite
�. In practice, neutral atomic gas constitutes the dominant component (as we will see
in the next subsection) and the scattering is always in relativistic regime so that eq.s (7)
and (4) would be enough for our purposes. We will anyway use the full description in the
numerical computations.

2.1 Interstellar gas maps

Interstellar gas is composed mainly of hydrogen, which is dominantly found in atomic
(HI) and molecular (H2) forms. While cold H2 clouds are tightly concentrated within
the Galactic Plane, HI has a more significant scale height. Ionized hydrogen (HII) is
subdominant in mass, but due to its large scale height, it is important to consider it when
modeling large scale emission (which will not be the case in this work). Helium (He) has
an abundance of 11% with respect to H [15] and it is assumed that its distribution follows
that of interstellar hydrogen. Heavier elements and dust make less than 1% and we neglect
them in the following.

HI maps are in general derived from the measurements of the 21-cm spectral line,
emitted in transitions between the atomic hydrogen S2 ground state levels split by the
hyperfine structure. H2, on the other hand cannot be directly observed in emission, as it
is has no permitted lines at radio frequencies. It is therefore traced indirectly by using
emission lines of CO (typically the 2.6 mm one caused by the J = 1 ⇤ 0 transition of the
CO excited by the collisions with the H2 molecules). There is a considerable uncertainty
in relating the column densities of measured CO and more abundant H2 and it is captured
by their proportionality factor XCO (see for example [16] or [17]). This is one of the
main sources of uncertainty in obtaining H2 maps, while the error on the so-called spin
temperature is the source of dominant uncertainty for HI maps.

In what follows we will implement in the Pppc4dmid code 2D analytical gas model
maps as used in Galprop and described in [18]. This choice facilitates our comparison of
the results from the two codes we use.

3This expression is actually valid for any energy Ee± of the incident e± and not only for the relativistic
case, which is however the only one of interest.

6

gamma ray flux follows the 
energy density of target gas!



Bremsstrahlung vs IC  vs Synch

energy-loss time-scale: in our Galaxy breams dominates for energies 0.1 - 10 GeV 
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Figure 1: Typical timescales of energy losses of an electron (or positron) due to di↵erent

processes, at the location of the Earth (left) and close to the galactic center (right). Here hBi is

the average density of the magnetic field (relevant for synchrotron), ulight is an indicative density

of interstellar radiation field (relevant for ICS) and ngas is the density of the interstellar gas

(relevant for bremsstrahlung; near the GC we choose 10 p/cm
3
for illustration: densities can

go from O(1) to O(100) or more, see the discussion in Sec. 2.1). We also plot an indicative

timescale for di↵usion: we choose ‘MED’ parameters, hence the choice of a typical distance of 4

kpc (the vertical size of the di↵usive halo in the ‘MED’ configuration).

where the Z addendum in the pre-factor accounts for the electrons which neutralize the
ion positive charges (one always assumes global charge neutrality). On the other hand,
for atomic neutral matter the scattering functions have a more complicated dependence,
which is usually parameterized in terms of the quantity � = E�me

4↵emEe± (Ee±�E�)
. For the

ultra-relativistic regime one is usually interested in, one basically cares for the limit � ! 0
for which these functions are constant and take the following numerical values:

�H
1 (� = 0) ⌘ �H

1,ss = 45.79,

�H
2 (� = 0) ⌘ �H

2,ss = 44.46,

�He
1 (� = 0) ⌘ �He

1,ss = 134.60,

�He
2 (� = 0) ⌘ �He

2,ss = 131.40,

�H2

(1,2)(� = 0) ' 2�H
(1,2),ss,

(4)

where we just listed the species of interest for parameterizing interstellar medium con-
stituents (see Sec. 2.1). The subscript ss in this notation refers to the fact that this regime
is usually called ‘strong-shielding’ because the atomic nucleus is screened by the bound
electrons and the impinging e± have to force the shield.

The gamma-ray flux d��,brem/dE� from a given direction is then obtained by summing
the emissions from all the cells located along the that direction, i.e. performing the integral
along the line of sight of eq. (1).
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E/E•



So far we talked about ELECTRON energy losses: 

- IC 

- Synchrotron 

- Bremsstrahlung

The most relevant HE process  is collision of protons with the gas atoms, and 
subsequent decays of the produced neutral pions (π 0 s).

How about PROTONS?





54 2 The Birth and the Basics of Particle Physics

The s variable is the square of the center-of-mass energy. In the center-of-mass
reference frame S∗:

s =
(
(E∗

1 , "p∗)+ (E∗
2 ,− "p∗)

)2 = E2
CM = (E∗

1 + E∗
2 )

2. (2.110)

In the laboratory reference frame S:

s =
(
(Ebeam, "pbeam)+ (Mtargetc2, 0)

)2
= E2

CM

= M2
beamc

4 + M2
targetc

4 + 2EbeamMtargetc2 .

The center-of-mass energy is then proportional to the beam energy in a collider
and (asymptotically for very high energies) to the square root of the beam energy in
a fixed target experiment.

If the interaction is mediated by an intermediate particle X resulting from the
“fusion” of particles 1 and 2 (s-channel, see Fig. 2.17 left),

1+ 2 → X → 3+ 4. (2.111)

s is the square of the X particle four-vector, and one must have

s ≥ MXc2 (2.112)

so that particle X can live in our real world.
If the interaction is mediated by a particle X emitted by particle 1 and absorbed

by particle 2 (t-channel, see Fig. 2.17 center):

t = ((E1, "p1) − (E3, "p3))2 =
(
(E1 − E3)

2 − ( "p1 − "p3)2
)2

. (2.113)

If mc2 & E

t = q2 ' −4E1E3 sin2
(

θ

2

)
(2.114)

Fig. 2.17 Two-to-two particles interaction channels: left s-channel; center t-channel; right
u-channel

2.10 Special Relativity 53

Let us consider the collision in a reference frame in which one of the particles
(m2)was at rest before the collision. Then !p2 = 0, and pµ1 p2µ = E1m2c2, p2µ p

′µ
1 =

m2E ′
1c

2, p1µ p
′µ
1 = E1E ′

1 − p1 p′
1c

2 cos θ1 where cos θ1 is the angle of scattering of
the incident particle m1. Substituting these expressions into Eq. (2.106) we get

cos θ1 =
E ′
1(E1 + m2c2) − E1m2c2 − m1c4

p1 p′
1c

2 . (2.108)

We note that if m1 > m2, i.e., if the incident particle is heavier than the target
particle, the scattering angle θ1 cannot exceed a certain maximum value. It is easy
to find by elementary computations that this value is given by the equation

sin θ1max = m2/m1 (2.109)

which coincides with the familiar classical result.

2.10.5 Mandelstam Variables

The kinematics of two-to-two particle scattering (two incoming and two outgoing
particles, see Fig. 2.16) can be expressed in terms of Lorentz invariant scalars, the
Mandelstam variables s, t, u, obtained as the square of the sum (or subtraction) of
the four-vectors of two of the particles involved.

If p1 and p2 are the four-vectors of the incoming particles and p3 and p4 are the
four-vectors of the outgoing particles, the Mandelstam variables are defined as

s = (p1 + p2)2

t = (p1 − p3)2

u = (p1 − p4)2 .

Fig. 2.16 Two-to-two
particle scattering

Assuming s~(2mp+m𝛑) one gets:

Energy threshold for pp interaction (pion  production):



Hadronic losses: in matter - Protons
Protons usually lose negligible fraction of energy in the ISM (apart when hitting 
dense objects as molecular clouds) Still, *+production (via $pp~30 mb) is of crucial 
importance for diagnostics of diffuse  *+signals (remote population of CRs)

!’ & #’s as diagnostics of hadronic accelerators and/or of propagation 

Direct link with the parent population energy distribution

Main characteristics: 
- flux of pions follows that of a parent proton 
population 
- average energy of photons is half of the pion 
energy (for neutrons 1/4th!) 



Take home messages: 
- pion emission traces target gas 
- it has a cut-off below 1.2 GeV (threshold energy)
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Figure 1. Upper panel: Spatial (left) and spectral (right) distribution of gamma rays originating from the annihilation of a 250 GeV WIMP into bb̄. The
left figure shows the expected intensity at E=10 GeV for the full sky in Galactic coordinates. A NFW profile is assumed for the DM halo and a value of
⇥⇥Av⇤ = 4 � 10�25cm3s�1 for the DM annihilation cross section. For comparison purposes typical spectra of the astrophysical emission from �0 decay and
Inverse Compton (IC) scattering are displayed in the right figure. The map also shows the boundaries of the region used to plot the average spectra of the right
panel, and which we will use for the analysis described in this work. Central panel: Same for a 250 GeV WIMP annihilating into µ+µ�. The contribution from
IC and from Final State Radiation (FSR) are shown separately in the spectrum and are superimposed in the spatial distribution. Lower panel: Spatial (left) and
spectral (right) distribution of the IC emission of an astrophysical CR source population distributed uniformly in Galactocentric radius within 1 kpc from the
Galactic Center and with a scale height of 200 pc.

lar populations and further reprocessing in the Galactic dust
(Moskalenko et al. 2006).

We use the GALPROP code (Strong et al. 2000) v54, to cal-
culate the propagation and distribution of CRs in the Galaxy.

The code is further used to create sky maps of the expected
gamma-ray emission from the interactions of the CRs with
the ISM and ISRF based on the models of the gas and radia-
tion targets described above. GALPROP approximates the CR
propagation by a diffusion process into a cylindrical diffusion

zone of half-height zh and radius Rh. CREs and nuclei are in-
jected by a parametrized distribution of CR sources. Energy
losses, production of secondary particles in interactions and
reacceleration of CRs in the ISM are taken into account (for
details see Strong et al. 2000). Several important parameters
enter the GALPROP modeling: the distribution of CR sources,
the half-height of the diffusive halo zh, the radial extent of
the halo Rh, the nucleon and electron injection spectrum, the
normalization of the diffusion coefficient D0, the rigidity de-



Take home messages
IC & Synch: 

— electron energy loss rate/emitted power proportional to the energy density of 
target photons Ur and to the square of electron energy! 
— for a power law electron distribution, photon energy spectrum is power law with a 
related index! 
— typical photon energy after a scatter with an electron with energy γ is boosted 
by γ2

bremss: 

— electron energy loss rate/emitted power proportional to the gas density 
— in our Galaxy relevant in the <10 GeV range

pi0 decay: 

— proton energy loss rate/emitted power proportional to the gas density 
— cut-off below ~1 GeV 
— photons (neutrinos) take 1/2 (1/4) of the pion energy



CR confinement

101

Now we have some idea on how primary CRs are accelerated, but how about their 
propagation in the medium/energy losses? 
Intimately related to the production of ‘secondaries’ e.g. gamma rays.



CR diffusion

102

- Energy losses do not occur only AT sources! 

- The medium of our  galaxy for example is magnetised and 
inhomogeneities keep CRs ‘entangled’ in  the  galaxy



Evidence of CRs confinement in the Galaxy

the main features are the  
— agreement on the “peaks” 
(more tightly bounded even-Z 
nuclei) and  
— higher abundances for cosmic 
rays on the “valleys”



Evidence of CRs confinement in the Galaxy

the main features are the  
— agreement on the “peaks” 
(more tightly bounded even-Z 
nuclei) and  
— higher abundances for cosmic 
rays on the “valleys”

Points to a scenario where:  
— primary cosmic rays are 
produced in stellar endproducts,  
—  the “valley” elements are 
mainly secondaries produced in 
the interaction of the primaries 
cosmic rays with the interstellar 
medium (“spallation”)



Evidence of CRs confinement in the Galaxy

Lets take a closer look at secondary/primary ratio:



Evidence of CRs confinement in the Galaxy

Lets take a closer look at secondary/primary ratio:



Evidence of CRs confinement in the Galaxy



⇥�

⇥t
�Dr2� = Q ) ⇥�

⇥t
� �

�di�(E)
= Q

� = Q(E)�di�(E)

Leaky box approximation

For stationary, homogeneous & isotropic 
problems, the diffusion operator can be 
effectively replaced by an effective 
“diffusive confinement” time "diff

At steady state

Note that, if diffusion dominates, we can also infer that the source spectra  
are in general different  than those CR observed at the Earth

How to model diffusion?

Diffusion 
operator

Effective diffusion 
confinement time



�s = Qs ⇥di� / �p!s�p⇥di�

�s

�p
/ �di�(E) / D(E)�1 / E�

D(R) � 1028 ÷ 1029
✓

R

3GV

◆0.5

cm2/s

Secondary/Primary CR as diagnostics
If a type of nucleus is not present as primary, 
but only  produced as secondary via collisions 
(this includes e.g. antiprotons), then 

G. Di Bernardo, C. Evoli, D. Gaggero, D. Grasso 
and L. Maccione,  Astropart. Phys.  34, 274 (2010)

Possible to determine the 
index of Diffusion coefficient!



� = Q(E) ⌧diff (E)

Q(E) ⇠ E��

⌧diff (E) ⇠ D(E)�1 ⇠ E��

Remember that Fermi 
acceleration predicts an index of 
-2, while we observe a softer PL



  

The basic pictureThe basic picture

The complete equation describing CR propagation is the following: 

Spatial diffusion term. 
due to the interaction with the Galactic 
magnetic field
In general D is a position-dependent tensor Dij

 � In most literature so far, with only very few 
exceptions, diffusion is treated in a over-
simplified way and D is taken as a spatial-
independent scalar in the whole Galactic disk 
and halo



  

The basic pictureThe basic picture

The equation describing CR propagation is the following: 

Energy losses due to the interaction with 
the ISM: gas, magnetic fields, diffuse 
radiation field in the IR, optical, UV

 � this term is important for low-energy 
hardons and high-energy leptons (IC 
scattering, synchrotron emission)



  

The basic pictureThe basic picture

The equation describing CR propagation is the following: 

Reacceleration



  

The basic pictureThe basic picture

The equation describing CR propagation is the following: 

Primary source term. 

Protons, nuclei, electrons are  
accelerated by SNR shocks

 � Other classes of 
CR accelerators?
(maybe pulsars?)

 � CRs coming from DM annihilation/decay?



  

The basic pictureThe basic picture

The equation describing CR propagation is the following: 

Spallation source term from heavier 
nuclei interacting with interstellar 
gas.

For Li, Be, B and antiparticles 
(positrons, antiprotons) this is the 
dominant source term.



  

The basic pictureThe basic picture

The equation describing CR propagation is the following: 

Spallation loss 
term



  

  (Semi-)analytical                             Numerical                                  Monte Carlo

Simplify the problem:
● keep dominant effects only
● simplify the geometry

Follow each particle:
● N particles at t=0
● evolve each of them to t+1

Finite difference scheme:
● discretise the equation
● scheme (e.g., Crank-Nicholson)

Codes 
and/or

references

Pros

cons

Webber (1970+)
Ptuskin (1980+)
Schlickeiser (1990+)
USINE (2000+)

GALPROP (Strong et al. 1998)
DRAGON (Evoli et al. 2008)

PICARD (Kissmann et al., 2013)

● Statistical properties (along path)
● No grid but t step (for/back)-ward

● Even slower (+ statistical errors)
● Massively parallel problem

● Very simple algebra
● Any new input easily included

● Slower, memory for high res.
● “Less” insight in the physics

Webber & Rockstroh (1997)
Farahat et al. (2008)
Kopp, Büshing et al. (2012)

Approach

● Useful to understand the physics
● Fast (MCMC analyses “simple”) 

● Only solve approximate model
● New solution for new problem

Tools ● Green functions, 
● Fourier/Bessel expansion
● Differential equations

● Stochastic differential equations 
(Markov process) + MPI

● Numerical recipes/solvers 
(NAG, GSL libraries)

3. XS and transport parameters: techniques/codes



Current experiments - golden era

118

AMS-02 (2011)

PAMELA (2006-2016)

Fermi LAT (2008)

DAMPE (2015) CALET (2015)

LHASSO (2015) HAWC (2012) HESS (2004)



State of the art

[Credit: S. Gabici, ICRC23]
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    and      from  DM annihilations in halop̄ e+
Indirect Detection: basics

General wisdom

Measured



[Astrophys. J., 703:1249–1256, 2009]

Protons



With more data taking…

[Credit: F. Donato, TAUP23]



With more data taking…

~TeV



With more data taking…

~TeV



Brief status of CRs



Likely explanation for the 
first break is a DIFFUSION 
effect at ~ 300 GV (twice 
power law for secondaries).  
(Genolini+ PRL 2017; Evoli+ PRD2019) 

Brief status of CRs



Brief status of CRs

[Credit: F. Donato, TAUP23]



Brief status of CRs
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Class 3
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Observations: The gamma-ray sky
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Gamma rays in the context - comparison with other CR species:

Fermi LAT

!"#$%&'(")*"+*,'++-&-).*!/*($-0'-(

! !"#$%&"''(#%"))*+*,"'*-)./(0"1!"#$%&!'(#&$)*!+,*!-./*!./#$0+!#1!'.(+2)%*-!

.-!.0+23'.(+2)%*-!4/#&$%#!/#&*%-!"2+,!56!72#%.+2#08

9:*2-),*(!*+!.%;<!=>>?@

/.++*(

.0+23/.++*(

A!',#+#0-

• gamma ray fluxes significantly lower than those of charged cosmic rays!

PROs: 
• neutral! point back to their source 
• Easier to catch than neutrinos (higher statistics) 
• => with gamma-rays one can study individual identified sources and 

different sources classes

CONs: 
Gamma rays are rare (high 
CR backgrounds)!



What tools?

𝛄’s ‘blocked’ 
by the  
atmosphere

satellites

Michele Doro - ISAPP 21 School 80

Credit: Nina McCurdy and Joel R. Primack/UC-HiPACC

Figure of merits of current
generation:
• FOV 5x5 deg
• 50 GeV- 100 TeV
• Eff.Area ~ 105-106 m2
• Dark time: ~1000 h/year

• ~10-50 h source for 
detection

• ~0.1 angular resolution
• ~10-20% energy

resolution
(EGRET (1991- 2001 ), AGILE 
(2007-), Fermi LAT (2008-)) 



What tools?

satellites

Michele Doro - ISAPP 21 School 80

Credit: Nina McCurdy and Joel R. Primack/UC-HiPACC

Figure of merits of current
generation:
• FOV 5x5 deg
• 50 GeV- 100 TeV
• Eff.Area ~ 105-106 m2
• Dark time: ~1000 h/year

• ~10-50 h source for 
detection

• ~0.1 angular resolution
• ~10-20% energy

resolution
(EGRET (1991- 2001 ), AGILE 
(2007-), Fermi LAT (2008-)) 

or ground based 
Imaging Atmospheric Cherenkov Telescopes  

(…,H.E.S.S. (2002 - ), MAGIC (2004 - ), VERITAS (2007 - )) 

Water Cherenkov 
detectors  

(‘observing Universe 
with a bucket of 
water’)  

(…, HAWC (2011 - ))

Other techniques 
(scintilators) + 
combinations   

(Tibet AS𝛄 (1990-), 

LHASSO (2021 - ))

Particle detectors
! Detection of 

charged shower 
constituents 
through several 
instruments
!!, !", #, $

! Large arrays
! Higher altitudes
! All-day duty cycle
! Wide FOV
! TeV+ threshold

Michele Doro - ISAPP 21 School 101

𝛄’s ‘blocked’ 
by the  
atmosphere
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What tools?

x15 more sensitive than Milagro

Design improvements
Fermi LAT, AGILE IACTs (H.E.S.S., MAGIC, VERITAS) HAWC

100 TeV

Tibet AS𝛄, 
LHAASO
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What tools?

x15 more sensitive than Milagro

Design improvements
Fermi LAT, AGILE IACTs (H.E.S.S., MAGIC, VERITAS) HAWC

100 TeV

Tibet AS𝛄, 
LHAASO

• Large FoV  
(1/4 of the sky) 

• Negligible CR 
contamination 
(gamma rays 
measured DIRECTLY)  

• Limited  effective 
area ~ m2 

• Limited  angular 
resolution 
~ few - 0.1 deg 

• Large duty cycle
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What tools?

x15 more sensitive than Milagro

Design improvements
Fermi LAT, AGILE IACTs (H.E.S.S., MAGIC, VERITAS) HAWC

100 TeV

Tibet AS𝛄, 
LHAASO

Michele Doro - ISAPP 21 School 80

Credit: Nina McCurdy and Joel R. Primack/UC-HiPACC

Figure of merits of current
generation:
• FOV 5x5 deg
• 50 GeV- 100 TeV
• Eff.Area ~ 105-106 m2
• Dark time: ~1000 h/year

• ~10-50 h source for 
detection

• ~0.1 angular resolution
• ~10-20% energy

resolution

• Limited FoV ~ 5x5 
degrees 
(‘pointing’  telescopes) 

• Significant CR 
contamination 
(electrons!)  

• Large effective area 
~105 m2 

• Limited duty cycle 
~ 1000 dark hours/year
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What tools?

x15 more sensitive than Milagro

Design improvements
Fermi LAT, AGILE IACTs (H.E.S.S., MAGIC, VERITAS) HAWC

100 TeV

Tibet AS𝛄, 
LHAASO

Particle detectors
! Detection of 

charged shower 
constituents 
through several 
instruments
!!, !", #, $

! Large arrays
! Higher altitudes
! All-day duty cycle
! Wide FOV
! TeV+ threshold

Michele Doro - ISAPP 21 School 101300, 7 m x 5 m steel Water Cherenkov 
Detectors (tanks) with 4 PMTs 42-3 HAWC-ICTP - May 5, 2016

• Large FoV  
• Significant CR 

contamination  
• Large  

effective area 

• Large duty 
cycleHAWC

19

Typical IACT
Field of view

Declination

RA



km2A —> PeV 
essentially a background-free sample of 
gamma rays above 50 TeV





Future?

Astrogam? CTA



GeV vs TeV sky

Fermi LAT, AGILE IACTs (H.E.S.S., MAGIC, VERITAS) HAWC

PoS(APCS2018)054

Ten years of Fermi LAT observations and the new 4FGL and 4LAC catalogs Stefano Ciprini

Figure 3: Pictorial all-sky map in Galactic coordinates and Hammer-Aitoff projection showing the sky loci
of 4FGL catalog sources and their class. All AGN classes are plotted with the same blue symbol, other
associations to a well-defined class are plotted in red, while unassociated sources and sources associated to
counterparts of unknown nature are plotted in dark grey [22].

for the 3FGL is about 20% larger acceptance at all energies and improved angular resolution
above 3 GeV.

• A new model of underlying diffuse Galactic emission was developed. The model is based
on linear combinations of templates for components of the Galactic diffuse emission. For
the 4FGL catalog all the templates are updated with refined partitioning the HI and H2 (2.6-
mm CO line) into separate ranges of Galactocentric distance (‘rings’), and a new template
is added for all-sky high-resolution, 21-cm spectral line HI4PI survey as tracer of HI. The
interstellar emission dominates in the Galactic Ridge and the dark gas is responsible for
a large part of the small-scale structures of the interstellar matter and gamma-ray diffuse
emission. Recent published data are used in the new model, and improvements are reached
against spurious structures around massive star-forming regions.

• Weighted logarithmic maximum likelihood analysis is adopted to mitigate the effect of sys-
tematic errors due to the imperfect knowledge of the Galactic diffuse emission.

• 75 4FGL sources are explicitly modeled as extended emission regions, up from 25 in 3FGL.

• To study the associations of LAT sources with counterparts at other wavelengths, several
catalogs of counterparts at lower frequencies are updated and correspondingly the association
procedure is recalibrated.

11

2.3. Localization

The position of each source was determined by maximizing
the likelihood starting from the seed position, using gtfindsrc.
We used gtfindsrc rather than pointlike (used in 3FGL) in order
to benefit from the full power of PSF event types introduced
in Pass 8. The gtfindsrc tool works in unbinned mode,
automatically selecting the appropriate PSF for each event as a
function of its event type and off-axis angle (the PSF broadens
at large off-axis angles). The gtfindsrc run was integrated into
the main iterative procedure (Section 2.4), starting with the
brightest sources. This ensures that the surrounding sources
were correctly represented. The main drawback is that gtfindsrc
provides only a symmetric (circular) error radius, assuming a
Gaussian distribution, not the full TS map and an ellipse as
pointlike does. There is no reason to believe that this is a
serious limitation. For example, in 3FGL the average ratio
between the two axes of the error ellipses was 1.20, so most
ellipses were close to circular. At higher energies (1FHL) this
ratio was even smaller, 1.12.

The systematic uncertainties associated with localization
were not calibrated on 3FHL itself, but on the larger (and more
precise) preliminary source list derived from an analysis over
all energies greater than 100MeV. The absolute precision at the
95% confidence level was found to be 0°.0075 (it was 0°.005 in
3FGL, but the statistical precision on localization was not
good enough to constrain the absolute precision well). The
systematic factor was found to be 1.05, as in 3FGL. We
checked that the 3FHL localizations were consistent with the
same values. Consequently, we multiplied all error estimates by
1.05 and added 0°.0075 in quadrature.

2.4. Significance and Spectral Characterization

The framework for this stage of the analysis was inherited
from the 3FGL catalog analysis pipeline (Acero et al. 2015). It
splits the sky into regions of interest (RoIs), each with typically

half a dozen sources whose parameters are simultaneously
optimized. The global best fit is reached iteratively, by
including sources in the outer parts of the RoI from the
neighboring RoIs at the previous step. Above 10 GeV the PSF
is narrow, so the cross-talk is small and the iteration converges
rapidly. The diffuse emission model had exactly one free
normalization parameter per RoI (see the Appendix for details).
We used unbinned likelihood with PSF event types over the
full energy range, neglecting energy dispersion. Extended
sources (Section 2.5) were treated just as point sources, except
for their spatial templates. Whenever possible, we applied the
new RadialDisk and RadialGaussian analytic spatial templates
for the likelihood calculation. They are not pixelized and hence
are more precise than the map-based templates used in 3FGL.
Sources were modeled by default with a power-law (PL)

spectrum (two free parameters, a normalization and a spectral
photon index). At the end of the iteration, we kept only sources
with TS> 25 with the PL model, corresponding to a
significance of just over 4σ evaluated from the χ2 distribution
with 4 degrees of freedom (position and spectral parameters,
Mattox et al. 1996). We also enforced a minimum number of
model-predicted events Npred� 4 (only two sources were
rejected because of this limit, and only two have Npred< 5).
We ended up with 1556 sources with TS> 25, including 48
extended sources.
The alternative curved LogParabola (LP) spectral shape

dN
dE

K
E
E

1
E E

0

log 0

=
a b- -⎛

⎝⎜
⎞
⎠⎟ ( )

( )

was systematically tested, and adopted when
Signif_Curve= 2 ln LP PL 3L L >( ( ) ( )) , corresp-
onding to 3-σ evidence in favor of the curved model (the
threshold was 4σ in 3FGL). Among 1556 sources, only 6 were
found to be significantly curved at the 4σ level. Lowering the
threshold to 3σ added 26 curved sources, whereas an average

Figure 1. Adaptively smoothed Fermi-LAT counts map in the 10 GeV–2 TeV band represented in Galactic coordinates and Hammer–Aitoff projection. The image has
been smoothed with a Gaussian kernel whose size was varied to achieve a minimum signal-to-noise ratio under the kernel of 2.3. The color scale is logarithmic and the
units are counts per (0.1 deg)2 pixel.
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3.5. The Galactic Population

The majority of Galactic sources detected in 3FHL are
sources at the final stage of stellar evolution such as pulsars,
PWNe, and SNRs, many of which are detected as extended,
and high-mass binaries.

In this catalog 125 sources are associated with Galactic
objects and 83 are unassociated within the plane of our Galaxy
( b 10<∣ ∣ ). The same low Galactic latitude region has 133
extragalactic objects. Considering the density of extragalactic
sources outside of the plane and the decreased sensitivity for
source detection in the plane, we estimate that ≈25–40 of the
83 unassociated objects may be Galactic. Indeed, the distribu-
tion in Galactic latitude of unassociated sources (see Figure 11)
shows a peaked profile for b 2<∣ ∣ on top of a flat isotropic
background.

The spectral index distribution of Galactic sources is broad,
with a median index Γ≈ 3 as shown by Figure 12. This arises
from the superposition of the distributions of the indices of the
different source classes. The majority of sources are pulsars,
and at >10 GeV, the LAT samples their super-exponential
cutoffs, yielding a median spectral index of Γ≈ 4. Sources
classified as pulsars in 3FGL retain this classification in 3FHL
for consistency. A source is reclassified as PWN only if it is
associated with a known, small-size PWN and has a rising SED
indicative of a dominant PWN component. Only 3FHL J0205.5
+6449, 3FHL J0534.5+2201, and 3FHL J1124.4-5916 have
been reclassified accordingly. SNRs and PWNe account for 56
objects. Their similar index distributions translate into much
harder spectra than the rest, having a median of Γ≈ 2. The
unassociated sources within the plane of the Galaxy display the
full range of spectral indices 1<Γ<5. However, those

Figure 2. Distributions of angular separations in σ units between 3FHL sources and their counterparts (r95 = 2.448σ). (Left panel): sources associated with the
Bayesian method (red solid line) and sources solely associated with that method (black dotted line). (Right panel): Same, but for the LR method. The curves
correspond to the expected distributions for real associations.

Figure 3. Sky map, in Galactic coordinates and Hammer–Aitoff projection, showing the objects in the 3FHL catalog classified by their most likely source classes.
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LAT 
sky

LAT source catalogue,  

>10 GeV (3FHL)

~1.5k 
sources

LAT source catalogue,  

>300 MeV (4FGL)

~5k sources

Figure 1. The TeV sky in mid-2019. A compilation of known VHE gamma-ray sources (from
TeVCat), compared to the high energy Fermi-LAT catalogue (3FHL) sources. Adapted from [1].

harder (for example with respect to the ultra-high-energy cosmic rays, where the GZK horizon
leads to a dramatic reduction in the number of candidate sources).

Particularly in the case of transient events, the very large area of VHE gamma-ray instruments
(in particular the Imaging Atmospheric Cherenkov Telescopes – IACTs) makes them an ideal
counterpart to neutrino telescopes, with typically thousands of detected gamma-rays expected
for each neutrino. Interactions of accelerated nuclei both with matter and radiation fields lead
to simultaneous neutrino and gamma-ray production. In general neutrino and gamma-ray fluxes
from the two process are comparable and in the absence of absorption e↵ects it is straightforward
to predict the expected neutrino spectrum from the observed gamma-ray spectrum (see e.g. [2]).
In the case of photo-hadronic interactions however the necessary presence of strong radiation
fields makes gamma-gamma interactions and cascading very likely. This situation breaks the
simple relationship between gamma-ray and neutrino fluxes, but the combination remains very
powerful as a diagnostic of the underlying physics and physical conditions in the emission region.

For the proton accelerators in our own galaxy the p-p channel is the most promising,
and extensive surveys exist of the Galactic Plane in both, neutrinos and VHE gamma-rays.
Unfortunately there are so far no firmly identified Galactic neutrino sources, but it is intriguing
to note that one of the most promising regions from the recent IceCube search [3], is coincident
with a source (MGROJ1908+06) now established by the HAWC collaboration to emit TeV
photons to energies beyond 100 TeV [4].

Beyond our galaxy, the large dataset from IceCube now places tight constraints on cosmic-ray
acceleration and neutrino production in both gamma-ray bursts (GRBs, [5]) and the population
of gamma-ray emitting active galaxies know as blazars [6]. Whilst there is so far no evidence for
neutrino emission from active galaxies as a population, there is one very important candidate
object which is discussed in detail below.

TeVCat, 
2019

~200 
sources

>300 
MeV >10 GeV >~100 

GeV

LAT 
sky

HESS, Galactic 
center Ridge
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Point sources

cosmic rays+interstellar medium 
→Challenges: need to be model: 

— source distribution from tracers of gamma ray 
sources (SNRs, PSRs) 

— gas densities from atomic transition lines  - 3D  
reconstructions needed 

— IC: need to model ISRF 

— Galactic magnetic fields… 

90% of the LAT photons!

Isotropic emission

Sophisticated numerical solvers: GALPROP, DRAGON…

The ‘GeV’ sky
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follow gas distribution  
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Diffuse emission from our Galaxy

Point sources

cosmic rays+interstellar medium 

— can be used (together with direct  CR 
measurement) to constrain parameters of the CR 
distribution and interstellar medium 

90% of the LAT photons!

Isotropic emission

– 82 –

Fig. 32.— The resulting propagation parameters from the fit to CR-nuclei data. Top shows D0

and bottom shows vA.

The ‘GeV’ sky

Use gamma-rays to constrain CR 
diffusion equation parameters



Having large field of view beneficial for detection of diffuse emission 

• Fermi LAT 

• LHAASO recently claimed detection in the TeV range

[Credit: Z. Cao, TAUP23]
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The Fermi bubbles

Isotropic emission

After removing the interstellar emission 
background, large structured emanating from 
the Galactic center with hard spectrum.
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Diffuse emission from our Galaxy

Point sources

Isotropic emission

A breakthrough! Origin unclear but likely 
linked  to the past activity of the currently 
quiescent super massive black hole at the 
center of our Galaxy. 

The ‘GeV’ sky
The Fermi bubbles

After removing the interstellar emission 
background, large structured emanating from 
the Galactic center with hard spectrum.
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Point sources

Isotropic emission

The ‘GeV’ sky

Telling us something about the past 
activity at the Galactic center?

HAWC

Fermi LAT

The Fermi bubbles

After removing the interstellar emission 
background, large structured emanating from 
the Galactic center with hard spectrum.
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Point sources

The Galactic Center Excess

Isotropic emission

After IEM and FB templates removed, 
persistent excess!

The ‘GeV’ sky
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FIG. 7: Intensity maps (in galactic coordinates) after subtracting the point source model and best-fit Galactic di�use model,
Fermi bubbles, and isotropic templates. Template coe⇥cients are obtained from the fit including these three templates and
a � = 1.3 DM-like template. Masked pixels are indicated in black. All maps have been smoothed to a common PSF of 2
degrees for display, before masking (the corresponding masks have not been smoothed; they reflect the actual masks used in
the analysis). At energies between �0.5-10 GeV (i.e. in the first three frames), the dark-matter-like emission is clearly visible
around the Galactic Center.

V. THE GALACTIC CENTER

In this section, we describe our analysis of the Fermi
data from the region of the Galactic Center, defined as
|b| < 5�, |l| < 5�. We make use of the same Pass 7 data
set, with Q2 cuts on CTBCORE, as described in the pre-
vious section. We performed a binned likelihood analysis
to this data set using the Fermi tool gtlike, dividing
the region into 200⇥200 spatial bins (each 0.05�⇥0.05�),
and 12 logarithmically-spaced energy bins between 0.316-

10.0 GeV. Included in the fit is a model for the Galac-
tic di�use emission, supplemented by a model spatially
tracing the observed 20 cm emission [45], a model for
the isotropic gamma-ray background, and all gamma-ray
sources listed in the 2FGL catalog [46], as well as the
two additional point sources described in Ref. [47]. We
allow the flux and spectral shape of all high-significance
(
⇤
TS > 25) 2FGL sources located within 7� of the

Galactic Center to vary. For somewhat more distant or
lower significance sources (� = 7� � 8� and

⇤
TS > 25,

Emission extended and spectra 
peaked around 3-10 GeVs
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Figure 18. Left panel: Constraints on the ⌅⇥v⇧-vs-m� plane for three di�erent DM annihilation
channels, from a fit to the spectrum shown in figure 14 (cf. table 4). Colored points (squares) refer to
best-fit values from previous Inner Galaxy (Galactic center) analyses (see discussion in section 6.2).
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mass fixed at 49GeV. This plot is based on the fluxes from the segmented GCE template,
see figure 16. As expected, the cross-section is strongly correlated with the profile slope. We

– 35 –

Could it be dark matter?

~100 GeV

~thermal 
cross 
section

Thermal cross section & <~100 GeV & at the Galactic center 

Spatial distribution close to the predicted NFW profiles.

Right on the spot where WIMP DM is supposed to be!
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Or…

But, only a handful gamma-ray pulsars known pre-Fermi LAT. 
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Galactic sources 
->pulsars

HE astro sources

Extragalactic -> AGNs



PulsarsPulsar phenomenology - the light house model

- fast spinning magnetic star 

- magnetic dipole axis not aligned 

    with the spinning axis 

- beamed emission  

What are they?

(neutron stars)

‘the lighthouse' model

Neutron star magnetosphere (V)

 at the light cylinder

co-rotating plasmas are

on the magnetic-field

lines closed inside the

light cylinder

 light cylinder

+ particles can escape along the open field lines



Standard formulae

Assumptions

For many pulsars, 
all we know is the 

period (P) and 
period derivative 

(Pdot)



MSP Formation

St
ai
rs

Mass transfer 
from the primary 
star to the 
neutron star 
transports 
angular 
momentum, 
resulting in 
spin-up of the 
neutron star. 

A weak pulsar 
magnetic field 
is an advantage 
because the 
magnetic 
pressure 
determines the 
accretion radius 
about the star 
and, if this is 
weak, angular 
momentum 
transfer can 
occur close to 
the surface of 
the neutron star 
resulting in a 
large spin-up.

Although the magnetic fields are weak, this is more than compensated 
for by the fast rotation speeds of the millisecond pulsars.



Know Galactic Population

Space velocities of 10 - >1000 km/s

Radio



gamma ray

Milli-second pulsars are much older -> distributed more uniformly on the sky!
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Energy Release From Central Engines
Some of it will emerge as a mix of thermal emission from various 
parts of the accretion disk; some emerges as a non-thermal 
synchrotron emission from particles accelerated by the magnetic 
fields embedded in the accretion disk or the BH itself

Active Galactic Nuclei 

Thermal emission from the 
accretion disk…

Nuclei ‘active’ —>  brighter than the 
host Galaxy



Active Galactic Nuclei 

and non-thermal from the jets!…

Nuclei ‘active’ —>  brighter than the 
host Galaxy

The Origin of AGN Jets

This saps the rotational energy of the disk and/or the BH itself; aside 
from radiation, mechanical energy is carried by the jets to lobes

Magnetic fields are 
threaded through the 
accretion disk, and/or 
the spinning black 
hole itself

The spin turns the 
magnetic lines of force 
into well-defined and 
tightly wound funnels, 
along which charged 
particles are 
accelerated



Active Galactic Nuclei 

Complex 
geometry: 
- Accretion disk 
- Dust torus 
- Jets

Nuclei ‘active’ —>  brighter than the 
host Galaxy



• Thousands AGNs (blazars!) populate the gamma ray (Fermi LAT) sky



Broad-line radio galaxies 

narrow-line radio galaxies 

8.9. THE JET 147

Figure 8.12: The overall electromagnetic spectrum of 3C 454.3, the most
luminous γ–ray source up to now. Note the large amplitude variability,
even day–by–day. Dates refer to the year 2009. Lines correspond to fitting
models. See Bonnoli et al. (2011, MNRAS, 410, 368).

• They are variable, at all frequencies, but especially at high energies.
Minimum variability timescales range between weeks and tens of min-
utes.

• In restricted frequency ranges, their spectrum is a power law.

• The variability is often (even if not always) coordinated and simulta-
neous in different energy bands (excluding the radio).

• They are often polarized, in the radio and in the optical.

• The high energy hump often dominates the power output.

Besides these common features, it seems that blazars form a sequence
of SEDs, according to their observed bolometric luminosity. Fig. 8.13 il-
lustrates this point. It was constructed taking the average luminosity in
selected bands, and considering ∼100 blazars coming from radio and X–ray

Non thermal spectrum of Blazars

• The overall spectral energy distribution (SED), 
once plotted in νFν, shows two broad peaks.
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neous in different energy bands (excluding the radio).
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• The high energy hump often dominates the power output.

Besides these common features, it seems that blazars form a sequence
of SEDs, according to their observed bolometric luminosity. Fig. 8.13 il-
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Non thermal spectrum of Blazars

• The overall spectral energy distribution (SED), 
once plotted in νFν, shows two broad peaks.



Diffuse emission from our Galaxy

Point sources

Isotropic emission

origin not yet fully understood

guaranteed contribution: faint (not 
individually resolved) extragalactic sources

dominates at high latitudes
– 38 –
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Galactic foreground modeling uncertainty

Fig. 10.— Comparison of the derived total EGB intensity (foreground model A) to other mea-

surements of the X-ray and �-ray background. The error bars on the LAT measurement include

the statistical uncertainty and systematic uncertainties from the e�ective area parametrization, as

well as the CR background subtraction. Statistical and systematic uncertainties have been added

in quadrature. The shaded band indicates the systematic uncertainty arising from uncertainties in

the Galactic foreground. (Note that the EGRET measurements shown are measurements of the

IGRB. However, EGRET was more than an order of magnitude less sensitive to resolve individual

sources on the sky than the Fermi -LAT.)

[Ackermann+, ApJ799, 2015)]

The ‘GeV’ sky



Diffuse emission from our Galaxy

Point sources

Isotropic emission

Cumulative 
emission from 
all individually 
unresolved 
sources

dominates at high latitudes

[Ackermann+, ApJ799, 2015)]

The ‘GeV’ sky



Diffuse emission from our Galaxy

The TeV sky

Point sources

Isotropic emission

Ground based telescopes performed survey 
observations of  extended regions:

[H.E.S.S. Galactic Plane Survey]

Cumulative  diffuse emission detected 
along the plane



Galactic interstellar 
emission at TeV?

Assembling the Gamma-Ray Sky

Primary Electron IC

Secondary & Nuclei IC

Bremss

Pion Decay

Dark Matter

Source Residuals

Isotropic:
EGB, Instumental

Normalization

Free, Gaussian, Fixed

Masking

Galactic Plane
Sources

Binning

12 Annular Bins
80 Logarithmic Energy Bins

Upcoming Additions

IC Anisotropic
DM IC (lepto-phillic models)
Alternative ISRFs

Brandon Anderson (UCSC) IDM 2010 8 / 16

e, p

– 62 –

Fig. 12.— Spectra extracted from the local region for model SSZ4R20T150C5 (top) and model
SOZ8R30T1C2 (bottom) along with the isotropic background (brown, long-dash-dotted) and the

detected sources (orange, dotted). The models are split into the three basic emission components:

⇡0-decay (red, long-dashed), IC (green, dashed), and bremsstrahlung (cyan, dash-dotted). All com-

ponents have been scaled with parameters found from the �-ray-fits. Also shown is the total DGE

(blue, long-dash-dashed) and total emission including detected sources and isotropic background

(magenta, solid). The Fermi–LAT data are shown as points and the error bars represent the sta-

tistical errors only that are in many cases smaller than the point size. The gray region represents

the systematic error in the Fermi–LAT e↵ective area. The inset skymap in the top right corner

shows the Fermi–LAT counts in the region plotted. Bottom panel shows the fractional residual

(data�model)/data.

Gamma-ray IE allows us to (indirectly) probe Galactic CR distribution, IS medium 
(gas density) and fields (ISRF, B) and to constrain the CR  transport properties  

100 GeV

…? 

TeV

The source is at the GC

226 h

H.E.S.S. Coll. 2016
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Fig. 2.— Gamma-ray spectra of the diffuse emission as predicted by the optimized GAL-
PROP model for the Galactic plane – left plot: inner Galaxy (l ∈ [30◦, 65◦]), right plot:

Cygnus region (l ∈ [65◦, 85◦]). The red bars represent EGRET data, the black bar the
Milagro measurement, where the length of the bar represents the statistical uncertainty

only. The dark blue line represents the total diffuse flux predicted by the optimized GAL-
PROP model, the dark gray line the extragalactic background, and the light blue line the

bremsstrahlung component. The two contributions at Milagro energies are shown as red
line, the pion contribution, and green line, the total IC contribution. The green dashed line
shows the dominant IC contribution from scattering of electrons off the cosmic microwave

background, which amounts to about 60 to 70% of the IC component at Milagro energies.
Other IC contributions which are less important, such as infrared and optical, are not shown

separately.
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FIG. 2. Top panel: The latitudinal profile of the Galactic
Plane over a longitude range of −75◦ < l < 60◦. Shown is
the differential flux at 1 TeV including sources. H.E.S.S. TeV
data, which include known sources, are indicated by black
crosses. The minimal 1 TeV γ-ray from hadronic interactions,
estimated using HI and H2 data (traced by CO data) and a
solar-like cosmic-ray spectrum (see text), is shown as model
curve. The dashed line includes a nuclear enhancement factor
of 2.1. Model curves do not comprise a reduction due to
background subtraction. Bottom panel: The same as the top
panel, except only the DAR (for the definition see Fig. 1 top
panel) is considered. Model curves correspond to the minimal
hadronic γ-ray emission expected in the same region.

Gas templates of HI and H2 column densities are used
for the calculation: HI data originate from the Lei-
den/Argentine/Bonn Survey [16], a column density is ob-
tained assuming a spin temperature of TS = 125 K. The
H2 column density is traced by CO (1-0) measured by
the NANTEN telescope. The conversion factor is chosen
to be XCO = 2 · 1020 cm−2 K−1 km−1 s [11]. Since the
degeneracy between HI, H2 and dust-related tracers for
energetic γ-ray emission is not yet satisfactorily resolved
at lower energies - where the majority of all observed
photons is attributed to diffuse Galactic emission [2, 4]
- an additional dust-related (dark gas) component is not
considered here.
The minimum expected γ-ray flux is obtained from in-
tegrating the product of the gas column density n(l, b),

the interaction cross section dσCR−→γ

dECR
, and the cosmic-ray

energy spectrum J(ECR) [9] over energy:

dF (l, b)

dEγ
=

∫
dσCR−→γ

dECR
n(l, b)J(ECR) dECR .

The parametrization of the interaction cross section fol-

lows Kelner et al. [17]. H2 is treated as two individual
protons. For a conservative minimum in the calculated γ-
ray emission, the proton cross section is applied also for
heavier cosmic-ray nuclei. A nuclear enhancement fac-
tor accounting for contributions of nucleonic cosmic-ray
interactions (beyond proton-proton) to the diffuse γ-ray
emission is model-dependent but typically considered in
the range of 1.5 to 2 (see [20] and references therein). In
Figs. 1 and 2 the corresponding flux according to a more
recent estimate of ≈ 2.1 by Kachelriess et al. [15] is in-
dicated by a dashed line.
When comparing the shape of the distributions, a dif-
ference can be observed in the widths of the latitudinal
profiles: The hadronic component exhibits a FWHM of
2◦. The H.E.S.S. data exhibits a narrower width of 1◦

for the total flux including γ-ray sources, while the pro-
file of the DAR has a FWHM of 1.2◦ - slightly broader,
which could hint at a composite origin of the DAR sig-
nal, consisting of both γ-ray sources and hadronic diffuse
emission. Considering the fraction of the hadronic contri-
bution, the minimum estimated from p-gas interactions
in the range of −1◦ < b < 1◦ is 9% for the total flux and
26% for the DAR. These values increase to 19% (total)
and 55% (DAR) when considering the nuclear enhance-
ment factor. The background subtraction that is applied
to the H.E.S.S. data reduces the detectable γ-ray emis-
sion by around a third, yielding fractions of 14% (total)
and 36% (DAR) for the hadronic contribution in the re-
spective signal.

2. Large-scale inverse Compton emission

Another major contribution to the diffuse emission sig-
nal at very high energies is predictably related to contin-
uous cosmic-ray electron and positron energy losses via
inverse Compton (IC) scattering. Both existence and rel-
evance of an IC-emission contributing to an observable
diffuse emission signal can be deduced from the imme-
diately neighboring energy band, the Galactic diffuse γ-
ray emission at GeV energies. Studies of the Galactic
diffuse emission in the Fermi-LAT energy range [3] indi-
cated contributions by IC-scattering to the total observed
diffuse emission with an intensity up to the same order
of the pionic emission component. More specifically, IC-
related γ-ray emission was reported at similar intensity to
the hadronic γ-ray emission produced from gas traced by
HI for high Galactic latitudes, and dominant above tens
of GeV [3]. Spectral extrapolation is suggestive of both
hadronic and IC-related emission components extending
towards even higher energies before either energy losses
soften or even cut-off the IC-spectrum, or the neutral
pion production spectrum might indicate the imprint of
the maximum energy reached by particle acceleration in
our Galaxy. At first glance, the IC-emission component
used to interpret the Fermi-LAT detected diffuse Galac-
tic emission might serve as a reasonable template for such
an extrapolation. Respective predictions were derived on

HESS cumulative 
emission from the 
plane, 2014, @ TeV



Galactic 
PeVatrons ?

The source is at the GC

226 h

H.E.S.S. Coll. 2016

A proton PeVatron in the galactic centre
Observational 

signature

p-p interactions ->

inverse Compton-> suppressed in the multi-TeV domain (Klein-Nishina effect)

Ep
max ⇡ 1 PeV �! E�

max ⇡ 100 TeV

unattenuated γ-ray spectrum extending to the multi-TeV domain

H.E.S.S. Coll. 2016

the first PeVatron is not 
a SNR but is located in 

the Galactic centre!

diffuse emission from the GC

no cutoff!

Fermi bubbles
Signature of past activity of the SMBH

A proton PeVatron in the galactic centre
Observational 

signature

p-p interactions ->

inverse Compton-> suppressed in the multi-TeV domain (Klein-Nishina effect)

Ep
max ⇡ 1 PeV �! E�

max ⇡ 100 TeV

unattenuated γ-ray spectrum extending to the multi-TeV domain

H.E.S.S. Coll. 2016

the first PeVatron is not 
a SNR but is located in 

the Galactic centre!

diffuse emission from the GC

no cutoff!

a cutoff @ … deviates from data @ 
2.9 PeV    68% 
0.6 PeV    90% 
0.4 PeV    95%

The source is at the GC

226 h 1/R profile -> source located in the inner ~10 pc!

H.E.S.S. Coll. 2016

one source 
continuous 
injection of CRs 

The source likely related to the SMBH 
activity! 

Protons most  likely  responsible for 
the emission



Diffuse emission from our Galaxy

The TeV sky

Point sources

Isotropic emission

Hundreds of sources 
Significant portion of galactic sources is 
extended (PWNs, SNRs etc)

[TeVCat, mid 2019]



TeVCat, what sources?

Figure 1. The TeV sky in mid-2019. A compilation of known VHE gamma-ray sources (from
TeVCat), compared to the high energy Fermi-LAT catalogue (3FHL) sources. Adapted from [1].

harder (for example with respect to the ultra-high-energy cosmic rays, where the GZK horizon
leads to a dramatic reduction in the number of candidate sources).

Particularly in the case of transient events, the very large area of VHE gamma-ray instruments
(in particular the Imaging Atmospheric Cherenkov Telescopes – IACTs) makes them an ideal
counterpart to neutrino telescopes, with typically thousands of detected gamma-rays expected
for each neutrino. Interactions of accelerated nuclei both with matter and radiation fields lead
to simultaneous neutrino and gamma-ray production. In general neutrino and gamma-ray fluxes
from the two process are comparable and in the absence of absorption e↵ects it is straightforward
to predict the expected neutrino spectrum from the observed gamma-ray spectrum (see e.g. [2]).
In the case of photo-hadronic interactions however the necessary presence of strong radiation
fields makes gamma-gamma interactions and cascading very likely. This situation breaks the
simple relationship between gamma-ray and neutrino fluxes, but the combination remains very
powerful as a diagnostic of the underlying physics and physical conditions in the emission region.

For the proton accelerators in our own galaxy the p-p channel is the most promising,
and extensive surveys exist of the Galactic Plane in both, neutrinos and VHE gamma-rays.
Unfortunately there are so far no firmly identified Galactic neutrino sources, but it is intriguing
to note that one of the most promising regions from the recent IceCube search [3], is coincident
with a source (MGROJ1908+06) now established by the HAWC collaboration to emit TeV
photons to energies beyond 100 TeV [4].

Beyond our galaxy, the large dataset from IceCube now places tight constraints on cosmic-ray
acceleration and neutrino production in both gamma-ray bursts (GRBs, [5]) and the population
of gamma-ray emitting active galaxies know as blazars [6]. Whilst there is so far no evidence for
neutrino emission from active galaxies as a population, there is one very important candidate
object which is discussed in detail below.

The MAGIC “catalogues”

88

! Wide extragalactic and galactic catalogues
! MAGIC hunts the farthest objects due to lowest energy threshold

52 so
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12 so
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Michele Doro - ISAPP 21 School

From TeVCat 2.0 http://tevcat2.uchicago.edu/

The MAGIC “catalogues”

88

! Wide extragalactic and galactic catalogues
! MAGIC hunts the farthest objects due to lowest energy threshold

52 so
ur

ce
s

37 so
urce

s

12 so
urce

s

Michele Doro - ISAPP 21 School

From TeVCat 2.0 http://tevcat2.uchicago.edu/The MAGIC “catalogues”

88

! Wide extragalactic and galactic catalogues
! MAGIC hunts the farthest objects due to lowest energy threshold

52 so
ur

ce
s

37 so
urce

s

12 so
urce

s

Michele Doro - ISAPP 21 School

From TeVCat 2.0 http://tevcat2.uchicago.edu/

SNR

PSR

PWN
HBL/
BLLacs

FSRQ

UnID
The TeV sky (mid-2019) overlayed 
with the 3FHL

[Hinton & Ruiz-Velasco, 2019]

[M. Doro, ISAPP school 2021]



TeVCat, Galactic sources

A large  fraction of sources PWNs 
Recall: @ LAT energies (related) pulsars are the most 
dominant source class

PWN: emission in a zone 
where a pulsar’s influence 
is dominant, particle 
propagation ~ dominated 
by advection



Diffuse emission from our Galaxy

The TeV sky

Point sources

Isotropic emission

New source classes discovered (HAWC)- 
pulsar halos

[Sudoh+, 2019]

New powerful ways to probe electron 
population in our galaxy and the CR 
diffusion properties!

TeV Halos are Everywhere: Prospects for New Discoveries

Takahiro Sudoh,1, 2 Tim Linden,2, 3 and John F. Beacom2, 3, 4
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(Dated: 22 February, 2019)

Milagro and HAWC have detected extended TeV gamma-ray emission around nearby pulsar wind
nebulae (PWNe). Building on these discoveries, Linden et al. [1] identified a new source class —
TeV halos — powered by the interactions of high-energy electrons and positrons that have escaped
from the PWN, but which remain trapped in a larger region where di↵usion is inhibited compared to
the interstellar medium. Many theoretical properties of TeV halos remain mysterious, but empirical
arguments suggest that they are ubiquitous. The key to progress is finding more halos. We outline
prospects for new discoveries and calculate their expectations and uncertainties. We predict, using
models normalized to current data, that future HAWC and CTA observations will detect in total
⇠50–240 TeV halos, though we note that multiple systematic uncertainties still exist. Further,
the existing HESS source catalog could contain ⇠10–50 TeV halos that are presently classified as
unidentified sources or PWN candidates. We quantify the importance of these detections for new
probes of the evolution of TeV halos, pulsar properties, and the sources of high-energy gamma rays
and cosmic rays.

I. INTRODUCTION

Milagro observations revealed extended TeV �-ray
emission surrounding the nearby Geminga pulsar, now
confirmed by the High Altitude Water Cherenkov
(HAWC) observatory [2–4]. Additionally, HAWC has
detected similar emission surrounding another nearby
pulsar, PSR B0656+14, commonly associated with the
Monogem ring [5], and which we refer to as the “Mono-
gem pulsar.” These sources are bright (⇠ 1032 erg s�1),
have hard spectra (⇠ E�2.2), and are spatially extended
(⇠ 25 pc). In addition, the High Energy Stereoscopic
System (HESS) has detected a number of TeV �-ray
sources coincident with pulsars or pulsar wind nebulae
(PWNe) [6, 7]. Though they refer to these as “TeV
PWN,” they find that many are significantly larger than
expected from PWN theory [1, 8, 9]. The sources noted
above appear morphologically and dynamically distinct
from PWNe detected in X-ray and radio observations.

Linden et al. [1] identified these sources as a new �-ray
source class (“TeV Halos”) and interpreted their emission
as the result of electrons and positrons interacting with
the ambient interstellar radiation field outside the PWN.
The possibility of significantly extended leptonic emis-
sion was first predicted in Ref. [10], and its importance
was further discussed in Refs. [11–14]. Moreover, Linden
et al. [1] showed that a large fraction of 2HWC catalog
sources are coincident with pulsars, and predicted that
TeV halos are a generic feature of pulsar emission.

In Fig. 1, we show how a TeV halo compares to other
features at the site of a past core-collapse supernova ex-
plosion. For a given source, it may be that not all com-
ponents are detectable or even present at the same time.

FIG. 1. Schematic illustration of a TeV halo in relation to the
more familiar PWN and supernova remnant (SNR). A TeV
halo may not form early, and the SNR may be fading when
the halo appears.

A PWN, powered by the rotational energy of the central
pulsar, is delimited by the contact discontinuity between
the shocked pulsar wind and the ejecta or interstellar
matter. An SNR, powered by the energy of the super-
nova explosion, is delimited by its interaction with the
interstellar medium. A TeV halo is likely intermediate in
size, is powered by cosmic rays di↵using away from the
PWN, and does not have a well-defined boundary. The
size of a PWN can be on the order of 0.1–1 pc, though
some may range up to ⇠10 pc [9, 15], and the size of an
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TeV halos:  larger zone 
(>~middle aged pulsars) in 
which the PSR does not 
dominate the environment.  
diffusion >~ than 
advection

TeVCat, Galactic sources

New source class, TeV halos, also related to pulsars!



New source class: Geminga and Monogem pulsars are surrounded by a spatially 
extended region (~25 pc) emitting multi - TeV gamma-rays: pulsar TeV  halos 
(HAWC)! (Note Geminga halo detected by Milagro 2007) 

Implied diffusion coefficient TWO ORDERS OF MAGNITUDE lower than the one 
in the Galaxy.HAWC Detects TeV Halos with 1.5y Data

9

The HAWC Collaboration, Science 358, 911 (2017)

Very extended gamma-ray emission (tens of pc) is detected, much larger than typical PWNe.

HAWC Detects TeV Halos with 1.5y Data

9

The HAWC Collaboration, Science 358, 911 (2017)

Very extended gamma-ray emission (tens of pc) is detected, much larger than typical PWNe.

HAWC Measures the Diffusion Profiles

10

The HAWC Collaboration, Science 358, 911 (2017)

Diffusion coefficient, directly measured by HAWC, is two order of magnitude lower 
than that indirectly derived from cosmic ray primary/secondary ratio.

TeVCat, Galactic sources

TeV Halos HAWC Collaboration (Science; 1711.06223)

▸Why TeV Halos? 

▸These sources are much smaller 
than diffusion through the ISM

➡ γ rays between 5−40 TeV, e+e- (IC) of ~TeV 
energies



Galactic 
PeVatrons ?

Galaxy is  full of 
PeVatrons!

LHAASO detected 12 
sources at > 0.1 PeV, 
based on more than 530 
photons (including 
photons up to 1.4 PeV)!

[LHAASO, Nature, 
2021]

Article

Extended Data Fig. 4 | LHAASO sky map at energies above 100 TeV. The circles indicate the positions of known very-high-energy γ-ray sources.

In the proximity of known 
gamma ray 
emitters, PWNe, SNRs 
and star-forming regions 
(+Crab nebula)



[Credit: Z. Cao, TAUP23]



Brief status of neutrinos

[IceCube Collaboration PoS ICRC2023 (2023) 1046 ]





Diffuse emission from our Galaxy

The TeV sky

Point sources

Isotropic emission

Extragalactic TeV sources

“I travelled where you’ll never do”
[the neutrino]

! “Just leave 
me alone, 
you’ll never 
catch me”

(the neutrino)

M. Doro - Gamma-ray Astronomy - ISAPP 2021 school 11

Note: ‘near-by’ Universe!

Neutrinos needed @>TeV



Summary
“More telescopes…  more data… more questions…”  
The field is vibrant with continuing discoveries + entering the 
‘PeV-era’  
Next  generation experiments well on the way… Stay  tuned!

AMS-02 

Fermi LAT (2008)

DAMPE (2015) CALET (2015)

LHASSO (2015) HAWC (2012) HESS (2004)



Today’s tutorial

Gamma-ray sources with the Cherenkov Telescope Array (CTA)

• Vaguely inspired by the Galactic center excess: extended emission 
at the GC: 

• You will be asked to use likelihood fitting to determine weather 
the source in your data is point-like or extended

8
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FIG. 7: Intensity maps (in galactic coordinates) after subtracting the point source model and best-fit Galactic di�use model,
Fermi bubbles, and isotropic templates. Template coe⇥cients are obtained from the fit including these three templates and
a � = 1.3 DM-like template. Masked pixels are indicated in black. All maps have been smoothed to a common PSF of 2
degrees for display, before masking (the corresponding masks have not been smoothed; they reflect the actual masks used in
the analysis). At energies between �0.5-10 GeV (i.e. in the first three frames), the dark-matter-like emission is clearly visible
around the Galactic Center.

V. THE GALACTIC CENTER

In this section, we describe our analysis of the Fermi
data from the region of the Galactic Center, defined as
|b| < 5�, |l| < 5�. We make use of the same Pass 7 data
set, with Q2 cuts on CTBCORE, as described in the pre-
vious section. We performed a binned likelihood analysis
to this data set using the Fermi tool gtlike, dividing
the region into 200⇥200 spatial bins (each 0.05�⇥0.05�),
and 12 logarithmically-spaced energy bins between 0.316-

10.0 GeV. Included in the fit is a model for the Galac-
tic di�use emission, supplemented by a model spatially
tracing the observed 20 cm emission [45], a model for
the isotropic gamma-ray background, and all gamma-ray
sources listed in the 2FGL catalog [46], as well as the
two additional point sources described in Ref. [47]. We
allow the flux and spectral shape of all high-significance
(
⇤
TS > 25) 2FGL sources located within 7� of the

Galactic Center to vary. For somewhat more distant or
lower significance sources (� = 7� � 8� and

⇤
TS > 25,


