
Searches for Stable Massive Particles 

Jim Brooke, for the CMS Collaboration

LPCC 12th April 2011



Jim Brooke (Univ. of Bristol) - LPCC 12th April 2011

Motivation & Overview
‣ Many new physics scenarios predict heavy long-lived particles
‣ Some flavours of SUSY predict long-lived gluino, stop, stau
‣ Hidden valley models, certain GUTs
‣ Lifetimes around 100-1000s are of particular interest in cosmology
‣ May explain the 6Li, 7Li abundance discrepancy between measurement and conventional 

nucleosynthesis

‣ If charged, these particles will lose energy as they traverse the detector
‣ Slow moving heavy particles will lose energy at a greater rate than a MIP
‣ Some fraction of particles will stop altogether

‣ Results from two complementary search methods are presented here 
‣ Search for tracks with anomalously high dE/dx
‣ Search for decays of particles that have stopped in the detector
‣ Stopped particle search more sensitive to low β (< 0.3), dE/dx method more sensitive at 

moderate β (>0.3)

‣ Results here couched in terms of strongly interacting stops/gluinos bound 
with quarks/gluons - “R-hadrons”
‣ Results affected by model of R-hadron interactions with matter
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Search for Heavy Stable Charged Particles

‣ Attempt to identify the HSCP as it moves through the detector
‣ Looking for an excess of tracks with high pt, high dE/dx

‣ HSCP will be highly penetrating and identified as a muon
‣ But R-hadrons undergo nuclear interactions, and may change charge/flavour
‣ R-hadrons may be neutral while traversing the muon system

‣ Perform both ‘track+muon’ and ‘track-only’ analyses

‣ Triggers
‣ Track+muon uses muon triggers : mu > 9 GeV, di-mu > 3 GeV
‣ Track-only uses other products of the event : Et

miss  > 100 GeV

‣ NB : R-hadrons may also be neutral in tracker
‣ More difficult - need a muon-only analysis...
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HSCP Selection

‣ Select tracks with high pt and dE/dx
‣ Use a discriminator for dE/dx based on measured energy loss for MIPs
‣ Good discrimination, and MC-data agreement in both variables

‣ Analysis is performed in bins of Nhits

‣ Thresholds set separately for each bin to give a uniform background rejection
‣ Important for tracks with few hits;
‣ Important for R-hadrons which change charge
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Mass Reconstruction

‣ Mass reconstruction
‣ Approximate Bethe-Bloch formula before minimum

‣ Extract parameters K, C by fitting to the proton line
‣ Reverse to compute higher masses
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Figure 2: Left: distribution of Ias for the tracker-only data candidates passing the pre-selection
with and without the cluster cleaning procedure. Right: same distributions for a 200 GeV/c2

gluino MC sample, where only reconstructed tracks matched to the simulated HSCP particles
are considered. This distribution is normalized to the integrated luminosity of the analyzed
datasets.

A study performed on MC indicates that a selection that uses the Ias discriminator in the place
of the Ih estimator increases the signal-to-noise ratio by a factor 3. The division in subsamples
according to the track number of hits (η) brings an additional increase by a factor 8 (1.3).

6 Ionization-based Mass Reconstruction
The most probable value of the particle dE/dx is estimated using a harmonic estimator Ih of
grade k = −2:

Ih =
(

1
N ∑

i
ck

i

)1/k

with k = −2 (2)

where ci is the charge per unit path length of the i-th hit attached to a given reconstructed track.
In order to estimate the mass of highly ionizing particles, the following relationship between
Ih, p and m is assumed in the momentum region below that corresponding to the minimum of
ionization:

Ih = K
m2

p2 + C (3)

Equation 3 reproduces with an accuracy of better than 1% the Bethe-Bloch formula in the inter-
val 0.4 < β < 0.9, which corresponds to specific ionizations in the range of 1.1 to 4 times the
MIP specific ionization.

Figure 4 (left) shows the distribution of Ih versus p for all reconstructed tracks with at least
12 hits in the silicon strip detector and good primary vertex compatibility from a data sample
collected with a minimum bias trigger. The two bands departing towards high Ih values at
about 0.7 and 1.5 GeV/c in momentum are due to kaons and protons, respectively, while the

...and stop MCmin-bias data
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Search Procedure
‣ Perform a counting experiment in the mass range 75-2000 GeV/c2

‣ Summing over bins in Nhits

‣ Background for each bin determined from data using an “ABCD” method + (data-
determined) correction

‣ Signal efficiency does not depend strongly on threshold
‣ Optimise thresholds to yield desired background

‣ Define a tight selection for the search

‣ And a loose, background enriched selection for cross-checks
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Table 1: Selections used in the analysis and results of the search. The tracker-plus-muon and
tracker-only selections are labeled as “Mu” and “Tk”, respectively. As explained in the text,
the actual Ias (pT) thresholds are determined in the various subsamples by the requirement of a
constant efficiency for candidate selection, εI (εpT ). These thresholds, indicated by Imin

as (pmin
T ),

are therefore reported as a range of values. Expected and observed number of candidates in
the signal region are reported in the “Expected” and “Observed” rows, respectively. Top: loose
selection. Bottom: tight selection.

LOOSE Mu Tk
εI 3.2 × 10−2 1.0 × 10−2

Imin
as 0.049 - 0.162 0.007 - 0.278

εpT 1.0 × 10−1 3.2 × 10−2

pmin
T (GeV/c) 34 - 36 59 - 62

Expected 281 ± 2(stat.)± 49(syst.) 426 ± 1(stat.)± 62(syst.)
Observed 307 452
TIGHT Mu Tk
εI 1.0 × 10−4 1.0 × 10−4

Imin
as 0.184 - 0.782 0.186 - 0.784

εpT 1.0 × 10−3 3.2 × 10−4

pmin
T (GeV/c) 115 - 118 154 - 210

Expected 0.025 ± 0.002(stat.)± 0.004(syst.) 0.074 ± 0.002(stat.)± 0.011(syst.)
Observed 0 0

However, as the mass of a produced particle increases, the ratio of the production cross section
at the LHC to that at the Tevatron increases. For g̃ masses in the region of 350 GeV/c2, the
increase in relative cross section outweighs the difference in integrated luminosity between the
current Tevatron and LHC data sets, enabling the LHC to set the most sensitive limits on the
search for g̃.

Events with pair production of g̃ and t̃1, with mass values in the range 130-900 GeV/c2, are gen-
erated with PYTHIA in order to compute the efficiency of our selection on these signals. The t̃1
and g̃ are treated as stable in all these samples and their hadronization is performed by PYTHIA.
A parameter relevant to the g̃ pair production, and not to the t̃1 pair production, is the fraction,
f , of produced g̃ hadronizing into a g̃-gluon state (R-gluonball). This fraction is an unknown
parameter of the hadronization model and affects the fraction of R-hadrons that are neutral at
production, which in turn affects the detection efficiency. In this study, results are obtained for
two different values of f , 0.1 and 0.5, to show the effect of the hadronization model uncertainty
on the sensitivity of the search. The interactions of the HSCPs with the CMS apparatus and the
detector response are simulated in detail with the GEANT4 v9.2 [23, 24] toolkit. The R-hadron
strong interactions with matter are modeled as in Ref. [25, 26]. This model, like a number of
others [14, 27–29], assumes that the probability of an interaction between the heavy parton and
a quark in the target nucleon is low since the cross section varies with the inverse square of the
parton mass according to perturbative QCD. The adopted model chooses a pragmatic approach
based on analogy with observed low energy hadron scattering. However, given the very large
uncertainties on the dynamics underlying R-hadron interactions, an extremely pessimistic sce-
nario of complete charge suppression, where each nuclear interaction suffered by the R-hadron
causes it to become neutral, is also considered. The tracker-only selection is expected to have
sensitivity even in such a scenario. The total signal efficiency is reported in Table 2 for some
combinations of models and selections. Relatively small differences are found between the
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Background-Enriched Selection

‣ Good agreement between expected background and observation
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Search Results
‣ Null result in signal region

‣ 95% CL limits on the production 
cross-section for stop and gluino
‣ Bayesian method (uniform prior for 

signal, lognormal for nuisance 
parameters)

‣ Different models of R-hadron 
interactions
‣ Cloud model
‣ “Charge suppressed” model
‣ Neutral R-hadrons remain neutral

‣ Initial fraction of gg
‣ Free parameter of the theory
‣ Gluino limit presented for 10% and 

50%
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based on analogy with observed low energy hadron scattering. However, given the very large
uncertainties on the dynamics underlying R-hadron interactions, an extremely pessimistic sce-
nario of complete charge suppression, where each nuclear interaction suffered by the R-hadron
causes it to become neutral, is also considered. The tracker-only selection is expected to have
sensitivity even in such a scenario. The total signal efficiency is reported in Table 2 for some
combinations of models and selections. Relatively small differences are found between the

~
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Search for Stopped Gluinos
‣ This is a highly unorthodox search, for the decays of long-lived particles that 

have stopped in the detector

‣ Use a dedicated calorimeter trigger to search during periods when no 
collisions are expected
‣ In gaps between filled bunches during an LHC fill, and between LHC fills (not used yet)
‣ Trigger includes a no-beam condition using beam position and timing monitors (BPTX)

‣ Observation of a signal during these periods will be an unambiguous sign 
of BSM physics

‣ Analysis started in 2008/2009 with background measurements

9
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Figure 2: Probability for the produced R-hadron to stop anywhere inside the CMS detector for
different gluino masses, and

√
s = 10 TeV. The solid line show stopping probability for both

electromagnetic and nuclear interactions, while the dashed line shows that for electromagnetic
interactions only.

fully simulated stopped gluino events are passed on to the full trigger emulation, and default
reconstruction, and are analysed as normal Monte Carlo data. With Phase 2 of the simulation
we are thus able to estimate the trigger and reconstruction efficiencies of our online and offline
cuts.

For Phase 3, we wrote a toy Monte Carlo simulation in order to determine how often a stopped-
gluino decay will occur during our trigger window. We define our trigger window to be one
that occurs during a beam gap or during an interfill period. The interplay between collision
time, stopped particle lifetime and our trigger window is illustrated by the cartoon in Figure 3
which shows the number of stopped undecayed particles in CMS at a given time. Particles
are produced when there are collisions increasing the number of stopped undecayed particles,
but this is counterbalanced by the decay of those particles. For running periods long relative
to the lifetime of the gluino, the number of particles approaches saturation at Lστ. When the
beam is off, particle production obviously stops and all the number of stopped particles falls
off exponentially in accordance with its lifetime3.
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Figure 3: Cartoon illustrating number of stopped undecayed particles as a function of time.

Phase 3 of our simulation takes as input the stopping efficiency determined in Phase 1 and
the combined trigger times reconstruction efficiency obtained in Phase 2. These efficiencies are

3The stopped particle lifetime can itself be measured by fitting this exponential decay, provided a period with
no collisions of suitable duration is available.
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Figure 1: R-hadron stopping points for mg̃ = 200 GeV, and
√

s = 7 TeV.

These fully simulated stopped gluino events are passed on to trigger emulation, then to default
reconstruction, and are finally analysed as normal Monte Carlo data. With Phase 2 of the sim-
ulation we are thus able to estimate trigger and reconstruction efficiencies for any set of online
and offline cuts.

Phase 3 of our simulation uses a toy Monte Carlo to determine how often a stopped-gluino de-
cay will occur during a beam gap. It takes as input the stopping efficiency determined in Phase
1 and the combined trigger times reconstruction efficiency obtained in Phase 2. These efficien-
cies are multiplied together and then multiplied by the production cross-section, to determine
the total number of detectable decays per unit integrated luminosity. The record of luminos-
ity delivered by the LHC is taken from the CMS luminosity monitoring system [22]. For each
luminosity section (a 23 s period defined by the trigger system) we multiply the luminosity in
that section by the rate of detectable decays, to obtain a number of detectable decays produced
within that section.

Next, the simulation determines when these decays take place. Each decaying particle is as-
signed a time of production that is spread equally amongst collision bunch-crossings and orbits
within the luminosity section. A random lifetime is then drawn from an exponential distribu-
tion with time constant equal to the proper lifetime of the gluino, τg̃ . These two amounts of
time are added to the time of the bunch-crossing within the orbit to determine the time at which

Simulation

‣ Solve the problem of simulating long 
lifetimes by factorising into 3 phases :
1. R-hadron production, interaction with detector, 

and map stopping points
2. Decay stopped R-hadron and simulate interaction 

of decay products with detector
3. Simulate time of production (based on delivered 

luminosity profile), time of decay and calculate 
“time acceptance”

10

~20% probability for an 
R-hadron to stop 

somewhere in CMS

We search in CMS HCAL
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Event Selection
‣ Backgrounds : instrumental effects, cosmic rays, out of time beam triggers
‣ Cosmic & noise background originally measured with 2008 cosmic data
‣ Confirmed with 2009 cosmic data, 2009/2010 collision data
‣ Selection to reject these backgrounds unchanged since 2009 public note

‣ Beam backgrounds observed in collision data
‣ Bulk is beam halo events
‣ Reject using standard beam halo ID from muon endcaps

‣ Remainder are beam-gas and early collision triggers
‣ Reject this by vetoing events within +1/-2 BX of passage of beam through CMS

11

Jet topology cuts

Calorimeter pulse 
shape cuts

Cosmic rejection

Beam background 
rejection

Rates measured in 
low lumi 7 TeV 
collision runs 

(2-7 × 1027 cm-2s-1)

6 3 Event Selection

the peak BX. Noise can have a variety of pulse shapes from having energy spread across many
BX’s to having almost all energy localized in one BX. We make a cut on the peak fraction of
0.4 < BXPeak / Total Energy < 0.7.

The background rate and signal efficiency after each cut is summarized in Table 1. Table 2
shows the efficiencies for Monte Carlo samples with a range of mg̃ and Mχ̃0

1
. Note, that for

parameter space points with sufficient visible energy, mg̃−Mχ̃0
1
> 100, the efficiency is approx-

imately constant.

After all cuts, the efficiency for signal (mg̃ = 200 GeV and Mχ̃0
1
= 100 GeV) estimated from the

simulation, is 17.2% of all stopped particles, or 56.5% of all event passing the HLT. The final
rate measured from the background sample, is 6.9± 1.9(stat)± 2.1(syst)× 10−5 Hz.

Table 1: Background rate determined from early 2010 collision data, and expected signal effi-
ciency for the mg̃ = 200 GeV and Mχ̃0

1
= 100 GeV Monte Carlo sample, after each online and

offline cut. Note, the signal efficiency is quoted with respect to the fraction of events in which
one of the two produced gluinos stops anywhere in the whole CMS detector.

Selection Criteria Background Rate (Hz) Signal Efficiency %
L1+HLT (HB+HE) 3.27 30.5
Calorimeter noise filters 1.12 29.9
BPTX/BX veto 1.11 29.9
muon veto 6.6× 10−1 26.4
Ejet > 50 GeV, |ηjet| < 1.3 7.6× 10−2 20.5
n60 < 6 7.6× 10−2 20.2
n90 > 3 3.1× 10−3 18.6
nphi < 5 1.3× 10−4 18.5
R1 > 0.15 1.1× 10−4 18.5
0.1 < R2 < 0.5 8.5× 10−5 17.5
0.4 < Rpeak < 0.7 7.9× 10−5 17.3
Router < 0.1 6.9× 10−5 17.2

Table 2: Selection efficiency as a function of mg̃ and Mχ̃0
1

mg̃ (GeV) Mχ̃0
1

(GeV) efficiency (% of stopped)
200 150 2.2%
300 250 3.0%
150 50 16.0%
200 100 17.2%
300 200 18.6%
400 300 18.7%
500 400 18.1%
300 100 19.4%
400 100 19.6%

Signal efficiency  
~17% 

(of all R-hadrons 
that stop 

anywhere in CMS)
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‣ We divide the collision data into control and search samples
‣ Control sample consists of very low lumi data, Linst

max = 7×1027 cm-2s-1

‣ Search sample is taken from highest lumi data, Linst
max = 1x1032 cm-2s-1 (total 10.2 

pb-1)

‣ Use control sample to predict background rate in signal sample
‣ Calculate ratio of RN-1 (rate after N-1 cuts) to RN (rate after N cuts) in control
‣ Use this to extrapolate expected background from RN-1 in search sample

‣ Perform a counting experiment in bins of lifetime, τ
‣ For small τ, select events in a window 1.256 x τ after each collision

‣ Observed counts compatible with background expectation

‣ Can then calculate a cross-section, given the integrated luminosity
‣ Potentially sensitive to lumi delivered when CMS was not running!

Counting Experiment

12

using PYTHIA [25]. The lifetime of the gluino is set such
that it is stable. Gluino masses m~g ¼ 150 to 500 GeV=c2

are studied. PYTHIA hadronizes the produced gluino into R
hadrons. A modified GEANT4 [26] that implements a
‘‘cloud model’’ of heavy stable colored interactions with
matter [27] is used to simulate the interaction of these R
hadrons with the CMS detector and to record the location
at which those R hadrons that do not exit the detector come
to rest. Using this simulation, the probability of a single R
hadron to stop in the CMS detector was determined to be
" 0:2 for the explored gluino mass range. We also consid-
ered alternative, more pessimistic, models of R-hadronic
interactions with matter. For electromagnetic interactions
(EM) only, the CMS stopping probability is found to
be " 0:06. Finally, with a ‘‘neutral R-baryon’’ model in
which only Rmesons stop [28,29] the stopping probability
is " 0:01.

Next, we again use PYTHIA to produce an R hadron at
rest which we translate from the nominal vertex position to
the recorded stopping location and decay the constituent
gluino instantaneously to the lightest neutralino (~!0

1) via
~g ! g~!0

1. Finally, we use a specialized Monte Carlo simu-
lation to determine how often the stopped gluino decay
would occur during a triggerable beam gap. Further details
of this simulation are described elsewhere [30].

The efficiency with which triggered events pass all
selection criteria is estimated from the simulation to be
54% for a representative gluino decay signal (m~g ¼
300 GeV=c2 and m~!0

1
¼ 200 GeV=c2). This point was

chosen to be above existing limits and within the reach
of CMS. The equivalent efficiency with respect to all
stopped particles is 17% since a significant number of R
hadrons stop in uninstrumented regions of the CMS detec-
tor where their subsequent decay would not be observable.
For any new physics model that predicts events with suffi-
cient visible energy, m~g #m~!0

1
> 100 GeV=c2, this effi-

ciency does not change significantly. We measure the
background rate in the control sample after all but one
of the selection criteria are applied, RN#1

control. We also mea-
sure the background rate in the control sample after all
selection criteria are applied, RN

control. To obtain an estimate
of the background rate in the search sample after all
selection criteria, we again measure the rate after omitting
one selection criterion and multiply it by the ratio of
the rates obtained from the control sample, RN

search ¼
RN#1
searchðRN

control=R
N#1
controlÞ. This procedure is performed twice,

each time omitting one of the most powerful background
rejection criteria such that RN#1 & RN; we take the mean
of both determinations as the final background rate esti-
mate. We estimate the systematic uncertainty on the back-
ground to be 23% from the observed variation of the
control sample rate RN#1

control during the time period in which
the data were taken. There is also a potential systematic
uncertainty due to the accuracy with which the energy
deposition of our jetlike signal is simulated. From proton

and pion test-beam data and studies of the energy deposited
in HCAL by incident cosmic rays, we estimate this intro-
duces a 7% uncertainty on the acceptance. The systematic
uncertainty due to trigger efficiency is negligible since the
data analyzed are well above the turn-on region. Similarly,
the systematic uncertainty due to reconstruction efficiency
is negligible since we restrict our search to m~g #m~!0

1
>

100 GeV=c2 wherein we are fully efficient. Finally, there is
an 11% uncertainty on the luminosity measurement [31].
Limits on a particular model (e.g., gluinos in split super-
symmetry) introduce more substantial systematic uncer-
tainties, since the signal yield is sensitive to the stopping
probability and the stopping probability varies greatly
depending on the model of R-hadronic interactions used
in the simulation.
After the selection criteria described in the preceding

paragraphs are applied, we perform a counting experiment
and a time-profile analysis on the remaining data. For the
counting experiment, we consider gluino lifetime hypoth-
eses from 75 ns to 106 s, where we have chosen the upper
limit of the search to be the longest lifetime for which we
can still expect to observe at least one event. For lifetime
hypotheses shorter than one LHC orbit (89 "s), we search
within a time window following each filled bunch crossing.
This time window is equal to 1:256' #~g for optimal
sensitivity to each hypothesized gluino lifetime #~g. In
addition to the lifetimes required to map the general fea-
tures of the exclusion limit, we include two lifetimes for
each observed event: the largest lifetime hypothesis for
which the event lies outside the time window, and the
smallest lifetime hypothesis for which the event is con-
tained within the time window. For lifetime hypotheses
longer than one LHC fill, we do not consider the possibility
that any observed events may have come from gluinos
produced in a previous fill.
In the search sample, we do not observe a significant

excess above expected background for any lifetime hy-
pothesis. The results of this counting experiment for se-
lected lifetime hypotheses are presented in Table I. In the
absence of any discernible signal, we proceed to set 95%
confidence level (C.L.) limits over 13 orders of magnitude
in gluino lifetime using a hybrid CLS method [32] inspired
by Ref. [33]. In Fig. 1 we show the 95% C.L. limit
on $ðpp ! ~g ~gÞ ' BRð~g ! g~!0

1Þ for a mass difference

TABLE I. Results of counting experiments for selected values
of #~g. Entries between 1' 10#5 and 1' 106 s are identical and
are suppressed from the table.

Lifetime [s] Expected Background (( stat ( syst) Observed

1' 10#7 0:8( 0:2( 0:2 2
1' 10#6 1:9( 0:4( 0:5 3
1' 10#5 4:9( 1:0( 1:3 5
1' 106 4:9( 1:0( 1:3 5

PRL 106, 011801 (2011) P HY S I CA L R EV I EW LE T T E R S
week ending

7 JANUARY 2011
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Model-Independent Result

‣ No assumption about 
interaction model

‣ Hybrid CLs limit
‣ Inspired by Highland Cousins
‣ Gaussian priors for nuisance 

parameters

‣ τ < few 100 ns
‣ Decays occur during vetoed 

BXs

‣ τ < Torbit (~10-4 s)
‣ Decays occur within the orbit, 

but we optimise the time 
window

‣ Torbit < τ < Tfill (~104 s)
‣ Accept events over the full 

orbit - sensitivity plateau

‣ τ > Tfill

‣ Lose sensitivity as increasing 
fraction of decays occur post-
fill

13

Steps occur between time-
windows as Nobs increments 
for each observed event

14 orders of 
magnitude ! 
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Time Profile Analysis
‣ Use observed event times to discriminate between signal and background
‣ For lifetimes < ~100 µs, using time of event within orbit ie. BX number
‣ For a given lifetime hypothesis, calculate a PDF for event time, using the delivered 

luminosity profile
‣ Background PDF is flat in time

‣ Fit data and calculate a 95% CL on the signal
‣ Calculate Bayesian integral over all S, B contributions, assuming uniform priors
‣ Integrate over nuisance parameters using Gaussian priors
‣ Obtain PDF for cross-section and calculate 95% quantile

14

Signal PDF peaks at 
collision BXs
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Cross-section Limit

‣ Use the stopping probability 
to obtain a limit on 
production x BR
‣ For mg-Mχ0=100 GeV

‣ Stopping probability 
depends on models of R-
hadron interactions
‣ Default “Cloud model”
‣ “EM only”
‣ “Neutral R-Baryon” model

15

Cross-section limit

Time profile analysis 
improves sensitivity 

to small lifetimes

~~
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Mass Exclusion Limit

‣ Present limit for fixed 
lifetime, as a function of 
mg,Mχ0
‣ Fixed mg-Mχ0=100 GeV

‣ Trigger/reco/stopping 
efficiency is roughly flat
‣ And valid for mass 

differences > 100 GeV

‣ Results not presented for 
region below mg=150 GeV
‣ Being to encroach on LEP 

neutralino limit
‣ And/or trigger/reco efficiency 

declines

16

Counting experiment:
for τ=10µs-1000s, 

exclude mg < 370 GeV

Time profile analysis:
for τ= 10 µs, 

exclude mg < 382 GeV~ ~

~~

~~

~
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Summary
‣ Use complementary methods to search for heavy stable charged particles
‣ Search for highly ionizing tracks
‣ Search for decays of particles stopped in the detector

‣ Highly ionizing track search, with and without muon ID, using 3 pb-1

‣ Track+muon analysis places limits on stop (398 GeV/c2) and gluino (202 GeV/c2)
‣ Track-only analysis used to place limits on pessimistic model of complete charge 

suppression (gluino excluded < 311 GeV/c2)
‣ Published in JHEP03 (2011) 024

‣ Stopped particle search, using 10pb-1

‣ Counting experiment excludes gluinos < 370 GeV/c2 with 10 µs < τ < 1000s
‣ Time profile analysis excludes gluinos < 382 GeV/c2 for τ =10 µs
‣ Published in Phys. Rev. Lett. 106, 011801 (2011)
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dE/dx estimators
‣Mass reconstruction
‣ Harmonic 2 estimator

‣ Event selection
‣ Modified Smirnov-Cramer-von Mises 

estimator

‣ Pi = probability for a MIP to produce 
equal or less charge than that 
observed, for the observed path 
length

‣ The PDFs used to compute Pi are 
determined from tracks (pt > 5 GeV) 
taken on a minimum bias trigger

19

4 5 Event Selection

Ias =
3
N
×

(
1

12N
+

N

∑
i=1

[
Pi ×

(
Pi −

2i− 1
2N

)]2
)

, (1)

where N is the number of track hits in the silicon strip detectors, Pi is the probability a MIP
would produce a charge equal to or smaller than the observed one for the observed path length,
and the summation is over the number of track hits in the silicon strip detectors, ordered in
terms of increasing Pi. The Ias discriminator takes into account the actual MIP energy loss
distributions which are a function of the path length in the sensitive parts of the silicon strip
detectors and takes into account the ADC cut-off. The charge probability density functions are
obtained using tracks with p > 5 GeV/c from events collected with a minimum bias trigger.
Non-relativistic HSCP candidates will have Ias approaching unity.

Figure 1 shows relatively good agreement between the data and the minimum bias MC sample,
as well as strong discriminating power for the HSCP signal using Ias and pT. For the case of
the MC Ias distributions, the effect of having enriched the sample with events with high p̂T is
reflected in the presence of a few high-weight events (low p̂T) in the tails of the distribution. For
the muon selection the tails of the Ias distribution are populated with comparable contributions
by both the low p̂T sample and the high p̂T one. The former sample suffers from lack of statistics
given that only 2 events are found with Ias > 0.2. The integral of the MC distribution in the
region Ias > 0.15 is in excellent agreement with the data.

Clusters have been cleaned from anomalous ionization contributions due to overlapping MIP
tracks, nuclear interactions and hard δ-rays in the silicon strip tracker detectors. Genuine sin-
gle tracks produce clusters with most of the physical charge distributed over one or two neigh-
bouring strips and with other strips carrying only the fraction (to a first approximation equal
to 10−n, where n is the distance in units of strips) of this charge that is induced via capacitive
coupling or cross-talk effects. Clusters with multiple charge maxima, as well as clusters with
more than two consecutive strips containing high and comparable charge were rejected. The
Ias distributions for the tracker-only candidates in the data passing the pre-selection with and
without the cluster cleaning procedure are shown in Fig. 2 (left). Figure 2 (right) shows the
same distributions for the signal MC sample corresponding to a gluino with mass 200 GeV/c2,
where only reconstructed tracks matched to the simulated HSCP particles are considered. The
latter distribution is normalized to the integrated luminosity of the data. Thus, the cluster
cleaning procedure rejects background at high ionization without a significant impact on the
signal. The background rejection is found to be lower for the muon-like candidates, most likely
because muons do not undergo nuclear interactions.

As illustrated by Fig. 3, the Ias distribution in data depends on the number of silicon strip clus-
ters used for the dE/dx measurement. Small differences in the distribution are also observed for
a fixed number of hits but for different η ranges. The latter differences are due to the different
typical path lengths in the different η regions, which result in improved dE/dx resolution, but
also to differences in material, which result in different rates of secondary particle production.
To increase sensitivity, therefore, candidate HSCPs are divided into subsamples according to
the number of silicon strip hits and η interval: 0 < η < 0.5, 0.5 < η < 1, 1 < η < 1.5,
1.5 < η < 2 and 2.0 < η < 2.5. As described in more detail in section 7, optimal thresholds
for pT (Ias) are determined by requiring the same background efficiency, obtainable with the pT
(Ias) selection alone, in each subsample. The value of the thresholds are, in general, different
from subsample to subsample; it is the resulting background efficiency that is common to all
subsamples.

6 6 Ionization-based Mass Reconstruction
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Figure 2: Left: distribution of Ias for the tracker-only data candidates passing the pre-selection
with and without the cluster cleaning procedure. Right: same distributions for a 200 GeV/c2

gluino MC sample, where only reconstructed tracks matched to the simulated HSCP particles
are considered. This distribution is normalized to the integrated luminosity of the analyzed
datasets.

A study performed on MC indicates that a selection that uses the Ias discriminator in the place
of the Ih estimator increases the signal-to-noise ratio by a factor 3. The division in subsamples
according to the track number of hits (η) brings an additional increase by a factor 8 (1.3).

6 Ionization-based Mass Reconstruction
The most probable value of the particle dE/dx is estimated using a harmonic estimator Ih of
grade k = −2:

Ih =
(

1
N ∑

i
ck

i

)1/k

with k = −2 (2)

where ci is the charge per unit path length of the i-th hit attached to a given reconstructed track.
In order to estimate the mass of highly ionizing particles, the following relationship between
Ih, p and m is assumed in the momentum region below that corresponding to the minimum of
ionization:

Ih = K
m2

p2 + C (3)

Equation 3 reproduces with an accuracy of better than 1% the Bethe-Bloch formula in the inter-
val 0.4 < β < 0.9, which corresponds to specific ionizations in the range of 1.1 to 4 times the
MIP specific ionization.

Figure 4 (left) shows the distribution of Ih versus p for all reconstructed tracks with at least
12 hits in the silicon strip detector and good primary vertex compatibility from a data sample
collected with a minimum bias trigger. The two bands departing towards high Ih values at
about 0.7 and 1.5 GeV/c in momentum are due to kaons and protons, respectively, while the



Mass Reconstruction

‣ Ih vs p, and reconstructed mass distribution for stop MC samples
‣ Reconstructed tracks matched to the MC truth stop
‣ Bias at high mass is due to ADC saturation
‣ Does not affect this analysis, which is purely a counting experiment
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Background Determination

‣ Background for each (Nhits, η) bin is determined using an “ABCD” method
‣ Background in signal region, D = BC/A
‣ This relies on non-correlation of pt and dE/dx measurements
‣ Shown above, Ias distribution for two pt ranges
‣ This method is extended to also predict the expected background mass spectrum 

‣ Cross-check the background determination by comparing observed with 
expected background counts for a control region (mass < 75 GeV/c2)
‣ Find that a correction is required, average factor 1.32 (tk+muon), 1.36 (tk only)
‣ Also use this to determine the systematic uncertainty on the background
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Systematics
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Source of Systematic Uncertainty %

Theory cross-section 10-25

Int Luminosity 11

Trigger efficiency 12

Muon reco efficiency 5

Track reco efficiency <5

pT scale <5

dE/dx scale <3

Total efficiency 15



Backup Slides 
(Stopped Gluinos)
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Know Thy Enemy
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Noise events from 
2008 cosmic data
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Systematics
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Source of Systematic Uncertainty %

Background estimation 23

Et scale 7

Int Luminosity 11


