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Introduction

 I am a member of the Virgo collaboration

▪ IJCLab is my home lab, but I’m currently seconded to EGO in Italy

 Also member of the “meta-collaboration” LIGO-Virgo-KAGRA – like Peter Couvares

 I am a physicist

 Although I do mostly software work, I would not consider me as a good developer 

 The Data Quality Report (DQR) was a new project in 2018

▪ I did like the idea of developing from scratch something that would be(come)

important to assess the quality of our data, in particular in low-latency

 I knew nothing about Condor at the time

▪ I learned the basics on the job

 And kind of stopped when my framework started working fine…

→ Limited personpower in Virgo: 

no computing professional available to tackle (or supervise) the project

 The DQR has been my main software project these past five years

▪ Help from colleagues for data quality checks

▪ Continuous support from the EGO computing department 2



Gravitational waves

 “Spacetime tells matter how to move; matter tells spacetime how to curve” 

John Archibald Wheeler (1990)

 Gravitational Waves (GWs) are ripples in the fabric of the spacetime

▪ Propagation at the speed of light

▪ Amplitude scales like 1 / distance

▪ Gravitation very weak  Spacetime extremely rigid

→Although pretty much all accelerated body emit GW,

nothing on Earth can produce enough GW to be detectable
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GW sources

 Classification

▪ Transient / Continuous

▪ Modeled / Unmodeled

→ Drives the choice of the

data analysis methods
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 GW frequency contents / evolution

 Detector bandwidth



Detectors

→ Only GW sources from the cosmos can be powerful enough to be detected

▪ Very far away: GW signals received on Earth are tiny

→ Extremely sensitive detectors required

▪ Giant ground-based interferometric detectors

 A passing GW distorts spacetime locally, thus changes the interference pattern

→ Signal at the interferometer output port

▪ Detectors see more or less the whole sky – unlike telescopes

→ Network of instruments analyzing data jointly are much more powerful

 LIGO-Virgo-KAGRA (LVK) global network
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Sensitivity

 A GW signal will be detected if it exceeds the noise level

 Given a type of GW source

▪ Sensitivity distance up to which a detection is possible

 sets the volume of Universe probed at a given time

→ Detections start occuring when this volume is large enough to contain actual sources

→ Figure-of-merit: “VT”

▪ (Volume probed)  (Time of observation)
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Detections

 1915-2015: one century between General Relativity and first GW detection

 GW150914: 1st GW detection – Binary black hole merger

 GW170817: 1st binary black hole merger – Multi-messenger astronomy with GW

→ 90 events in the latest catalog issue: GWTC-3

 New data taking period ongoing

since May 2023: O4

▪ Only with the two LIGO

detectors so far

→ New alerts regularly found 7



LVK dataflow

 From: A guide to LIGO-Virgo detector noise and extraction of transient gravitational-wave signals

▪ B. P. Abbott et al., 2020 Class. Quantum Grav. 37 055002 
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https://doi.org/10.1088/1361-6382/ab685e


LVK dataflow

 From: A guide to LIGO-Virgo detector noise and extraction of transient gravitational-wave signals

▪ B. P. Abbott et al., 2020 Class. Quantum Grav. 37 055002 

 Online: onsite
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LVK dataflow

 From: A guide to LIGO-Virgo detector noise and extraction of transient gravitational-wave signals

▪ B. P. Abbott et al., 2020 Class. Quantum Grav. 37 055002 

 Online: onsite

 Low latency: onsite + cloud

▪ DQR: this talk!
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LVK dataflow

 From: A guide to LIGO-Virgo detector noise and extraction of transient gravitational-wave signals

▪ B. P. Abbott et al., 2020 Class. Quantum Grav. 37 055002 

 Online: onsite

 Low latency: onsite + cloud

▪ DQR: this talk!

 Offline: HTC + local resources

 Many

monitoring

levels

▪ Detector

▪ Network

▪ Analyses
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Multi-messenger astronomy with GW

 GW: a new messenger from the cosmos

▪ Light (full electromagnetic spectrum),

cosmic rays, neutrinos

→A source can emit different messagers

▪ Complementary signatures

 Interest in observing all of them

 From as early as possible after

the event has “occurred”

 Exceptional (and unique so far)

example: GW170817
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Low-latency alerts

 General Coordinates Network (GCN)

▪ https://gcn.nasa.gov

 Real-time processing of LVK data

▪ Dedicated data analysis pipelines

searching for transient GW events

 Latency is the main challenge

for the public alert

▪ The lower, the better

 An alert must be informative

for the astronomy community

 Automated alerts later found

not to originate from the cosmos

are retracted

 Central database: GraceDB

▪ Gravitational wave candidate event DataBase

→ Public portal: https://gracedb.ligo.org/superevents/public/O4 13
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Virgo @ EGO

 European Gravitational Observatory (EGO):

the lab hosting the Virgo detector

 Recent snaphshot: ~800 members / ~530 authors

 ~140 participating institutions

from 15 countries 

▪ Gathered in ~35 groups

from 9 countries
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The EGO HTCondor farm (1/2)

 For more information: Giuseppe Di Biase dibiase@ego-gw.it

 Architecture

▪ HTCondor

 $CondorVersion: 10.0.7 2023-07-25 BuildID: 664317 PackageID: 10.0.7-1 $

 $CondorPlatform: x86_64_CentOS7 $

▪ 1 Central Manager Node (Negotiator, Collector)

 2 VCPU

 4 GB RAM

▪ 1 Submit Node (Schedd)

 4 VCPU

 16 GB RAM

▪ 352 Execute Nodes (Startd)

 8 VCPU (Intel(R) Xeon(R) Gold 6148 CPU @ 2.40GHz)

 26GB RAM
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The EGO HTCondor farm (2/2)

 Configuration

▪ All nodes are equal and mount the usual filesystems with r/w access to the storage

farm volumes – no need to enable the HTCondor internal file transfer mechanism

▪ Jobs submitted only in the (default) "vanilla" universe: no need to relink

▪ Each machine has 8 Condor "slots" with 1 cpu 100% and 8GB of memory

▪ Currently no different "queues" defined

▪ The configuration of queues with specific characteristics

for different applications requirements is the target of the tests

▪ To specify the pathnames for the "log" , "output" , "error” Condor files, one must

put the absolute path – otherwise the NFS automounted path does not work

 Put "initialdir = _working_directory_path_" in submit file

 The "executable path" in the submit file must always be absolute

▪ DAGMan: only works if dag submitted from directory where the dag file is located

 Policy

▪ GROUP with Dynamic quota

▪ Slots assignment by group names

▪ Accept surplus

▪ RANK assignment by Experiment custom ClassAd 16



The Virgo Data Quality Report framework 

 Set of automated checks triggered upon receiving an alert from GraceDB
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2019-2020 workflow

N ~ 40

3 jobs / check

in average



HTCondor DAG + parent/child relationship 

 DAG generation

▪ Search for input data

▪ Generate checks in parallel to minimize latency
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HTCondor DAG + parent/child relationship 

 DAG generation

▪ Search for input data

▪ Generate checks in parallel to minimize latency

 Example of DAG snippet
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HTCondor DAG + parent/child relationship 

 DAG generation

▪ Search for input data

▪ Generate checks in parallel to minimize latency

 Example of DAG snippet
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Preprocessing



HTCondor DAG + parent/child relationship 

 DAG generation

▪ Search for input data

▪ Generate checks in parallel to minimize latency

 Example of DAG snippet
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Processing



HTCondor DAG + parent/child relationship 

 DAG generation

▪ Search for input data

▪ Generate checks in parallel to minimize latency

 Example of DAG snippet
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Postprocessing



HTCondor DAG + parent/child relationship 

 DAG generation

▪ Search for input data

▪ Generate checks in parallel to minimize latency

 Example of DAG snippet
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Upload of

the results



Example of .sub file

universe = vanilla

executable = /users/narnaud/Software/RRT/Virgo/Git/VirgoDQR/trunk/Linux-x86_64-CL7/bin/virgo_status-conda

arguments = "--event_gps 1263541772.015625 --event_id S230919bf \

--data_stream /data/dev/web/detchar/dqr/preO4/202309/S230919bf/dqr_raw.ffl \

--output_dir /data/dev/web/detchar/dqr/preO4/202309/S230919bf --n_seconds_backward 12 --n_seconds_forward 10"

priority = 10

getenv = True

log_path = \

/data/dev/web/detchar/dqr/preO4/202309/S230919bf/virgo_status/logs/$(cluster)-$(process)-virgo_status-$$(Name)

error = $(log_path).err

output = $(log_path).out

notification = never

+Experiment = "DetChar"

+AccountingGroup= "virgo.prod.o4.detchar.transient.dqr"

# Remove jobs after 1800 seconds

periodic_remove = (JobStatus == 2) && (time() - EnteredCurrentStatus) > 1800

queue 1

24



Parsing the .dag.dagman.out file

 Python module launched every minute while the DAG is running,

and one last time after it is over

→ Producing a logfile updated at each scan – example snippet below
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Parsing the .dag.dagman.out file

 Python module launched every minute while the DAG is running

and one last time after it is over

→ Information stored in json file as well
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Long-term monitoring

 Histograms

 Stripcharts 

▪ Green: number of jobs running

in the HTCondor farm

 Right y-axis
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DAG duration [s]

Number of checks

done after 300 s

DAG generation

time [s]

Duration [s] of a

Particular check



Conclusions

 Virgo DQR developed in 2018-2019

▪ Used extenstively during the LIGO-Virgo O3 run (2019/04→ 2020/03)

 Robust and fulfilling its requirements

 Now a standard for data quality and event validation in LVK 

▪ Similar (but independent) DQR framework developed by LIGO,

on the same timescale and for the same goals

 Improved adiabatically between 2020 and 2023 – personpower limitation

▪ Thanks to continuous Mock Data Challenges in which GW signal-enriched

O3 data are replayed and analyzed by the low-latency pipelines

▪ To be used extensively again, when Virgo joins the O4 run

 HTCondor easy and convenient to use, extremely reliable

▪ DQR usage of the system quite basic

▪ All technical aspects handled behind the (my) scene by EGO computing dpt.

→ Glad to have added this framework to my user knowledge!
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