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Last 5 years of HTCondor @CERN
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Last 5 years of HTCondor @CERN
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Negotiator happier than ever
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Top level collector same story
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• Most credit has to go to HTCondor devs 

• (also CMS global pool!)

• There are other reasons scaling has been easier too 

• CERN batch farm has moved from VMs to ”Ironic” bare metal. Keeps cloud 

APIs but with normal bare metal

• From 8/10/12 core VMS (dependent on NUMA arch) to full nodes

• Reduced nodes by 75%

• Everything but defrag gets a bit easier 

• Most Grid pilots are now 8 core 

• ALICE now also predominantly mcore 

Continue to be able to scale with LHC requirements
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mcore up, running jobs stable
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• Physicist with a submit file, sending a job via an AP (all our submission is remote…)

• An experiment’s production jobs, sent by “submission framework” via an AP

• ATLAS sending jobs (real jobs) via Grid to CEs

• ALICE / LHCb sending non-condor pilots via Grid to CEs

• CMS sending glideins via Grid to CEs

• A physicist with a metascheduler sending workers via an AP

What is a job at CERN?
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Three phases on three floors:

• 4MW – 2nd floor

• 8MW – 1st and 2nd floor

• 12MW ground floor + 1st + 2nd floor

Air cooled racks with hot-aisle containment

Next scale point: Prevessin Data Centre
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Adding 2MHS06
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+ 2MHS06

1160 nodes

AMD 7543 (EPYC v3)

[more powerful than extant

models so # cpus fewer in 

proportion]



Managing OS heterogeneity 
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• Even before the Red Hat / CentOS 
announcements, managing OS during 
Run was going to be a challenge

• cc7 still primary platform, EoL June 2024

• Given timelines skipping 8 and using 9

• Most LHC experiments & grid workflow 
uses containers, and pilots support el9 
now

• (some fixes needed, especially for multiple 9 

variants in use)

• As ever the long tail of ”local” user 
submitted jobs is 80% of the effort



JOB_TRANSFORM_AutoWrapSingularity @=end

NAME AutoWrapSingularity

REQUIREMENTS (JobUniverse =?= 5 && isUndefined(SingularityImage) && !isUndefined(WantOS))

EVALSET MappedImage userMap("JobImages", toLower(My.WantOS))

EVALSET MappedOS userMap("JobOS", toLower(My.WantOS))

SET SingularityImage (MappedOS =?= Undefined) ? Error : ((TARGET.OpSysAndVer =!= MappedOS) ? 
((MappedImage =!= Undefined) ? MappedImage : Error) : Undefined)

@end

# Submit Requirement: ValidSingularityJob

SUBMIT_REQUIREMENT_ValidSingularityJob = isUndefined(toLower(WantOS)) || (! 
isUndefined(toLower(WantOS)) && ! isError(SingularityImage) )

SUBMIT_REQUIREMENT_ValidSingularityJob_REASON = "The requested OS is not valid. The currently 
available operating systems are: el7, el8, el9"

Conditional containerisation of user jobs
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JobImages:

* el7 /cvmfs/unpacked.cern.ch/gitlab-registry.cern.ch/batch-team/containers/plusbatch/el7-full:latest

* el8 /cvmfs/unpacked.cern.ch/gitlab-registry.cern.ch/batch-team/containers/plusbatch/el8-full:latest

• el9 /cvmfs/unpacked.cern.ch/gitlab-registry.cern.ch/batch-team/containers/plusbatch/el9-full:latest

JobOS:

* el7 CentOS7

* el8 CentOS8

* el9 AlmaLinux9

Conditional containerisation of user jobs
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• “Contract” that the login nodes (LxPlus) have to look the same as the batch workers

• Containers must maintain pkg list / config of changing puppet managed LxPlus

• DUCC to dump container images to /cvmfs/unpacked.cern.ch/

• https://cvmfs.readthedocs.io/en/stable/cpt-ducc.html

• https://gitlab.cern.ch/unpacked/sync

• Kapitan & some puppetdb hackery to create and maintain images via Gitlab-CI

• https://kapitan.dev

• https://gitlab.cern.ch/batch-team/containers/plusbatch

Container creation
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• The above is just a list of the CVMFS mount points that we monitor

• Yes, CVMFS, can break, and yet it’s essential to Experiment workflow

• Containers currently making things worse (zombie mounts etc, though el9 should improve things)

• We used to very simply monitor to see if there were any broken (monitored) mounts

• Condor cron -> NODE_MOUNTS_CVMFS={true,false}

• The more mounts we have this isn’t feasible

• ilc.desy.de being down can’t prevent an EP taking any jobs

• Collectd probe: https://github.com/cvmfs/collectd-cvmfs

• Condor cron -> CVMFS_HEALTHY_REPOS=[list of repos]

CVMFS 😱

20 Sept 2023 HTCondor EU Workshop '23 17

CVMFS_REPOSITORIES='alice-nightlies.cern.ch,alice-ocdb.cern.ch,alice.cern.ch,ams.cern.ch,atlas-condb.cern.ch,atlas-
nightlies.cern.ch,atlas-online-nightlies.cern.ch,atlas-pixel-daq.cern.ch,atlas.cern.ch,cms-bril.cern.ch,cms-
ci.cern.ch,cms-ib.cern.ch,cms-opendata-conddb.cern.ch,cms.cern.ch,compass-condb.cern.ch,compass-
mc.cern.ch,compass.cern.ch,geant4.cern.ch,ilc.desy.de,lhcb-
condb.cern.ch,lhcb.cern.ch,lhcbdev.cern.ch,na61.cern.ch,na62.cern.ch,sft-nightlies.cern.ch,sft.cern.ch

https://github.com/cvmfs/collectd-cvmfs


JOB_TRANSFORM_LhcbCvmfs @=end
NAME LhcbCvmfs
REQUIREMENTS (MY.WantBeer =!= True) && (x509UserProxyVoName =?= "lhcb")
COPY Requirements PreCvmfsRequirements
SET Requirements (NODE_MOUNTS_CVMFS || (stringListMember("lhcb-

condb.cern.ch", CVMFS_HEALTHY_REPOS) && stringListMember("lhcbdev.cern.ch", 
CVMFS_HEALTHY_REPOS) && stringListMember("lhcb.cern.ch", CVMFS_HEALTHY_REPOS) && 
stringListMember("sft.cern.ch", CVMFS_HEALTHY_REPOS) && 
stringListMember("grid.cern.ch", CVMFS_HEALTHY_REPOS))) && PreCvmfsRequirements
@end

CVMFS requirements for jobs
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• GPUs & ARM both becoming more important

• GPUs

• Still (for our batch farm) fairly niche – though lots of usage for experiments online farms

• Main use cases:

• Interactive (shell & notebook)

• HTC style batch (long simulation + shorter ie cmsbuild)

• GitLab runners

• Kubeflow / ML

• Hard to know how best to manage finite resource

• Shared k8s pool? If so how best to manage flow from HTCondor

• ARM

• Will have ~1.5k cores by end of year. Real world power etc numbers

Non-x86
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Preventing AFS overloads

• Perennial problem of small subset of 
users creating AFS overload

• Yes, shared filesystems are bad (but convenient)

• Manual process to ban bad users

• Too slow to react

• AFS admins sad

• Users with $HOME on same server sad

• Automation to “fix” the problem

• Still reactive and yes we still need to wean 

people off shared filesystems
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• AFS load is known on the file server side, so they publish stats with volume 
”badness” score

• 3 levels of “badness” with 3 actions our automation engine (Stackstorm) takes

• lvl1 (slow): Set ceiling to 75% of running jobs for user (condor_userprio $user –setceil N)

• lvl2 (bad): Actively reduce running jobs to under ceiling (using htcondor.JobAction.Vacate)

• lvl3 (horrid): Set ceiling to 0, vacate all jobs

• Per user ceiling controls very handy

• Would be useful to have a few more controls – specifically a per user throttle on job starts might be handy

• The pattern where N jobs start in short period and all request same file on network is tricky for any service

• Per-schedd limit is an indirect method to prevent this issue

Stackstorm & “hot volume” API
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Analysis Facilities

• Everyone agrees that we need AFs even as 

there’s less agreement at what they mean 

exactly

• We have some of the tools at CERN and 

continue to improve them

• SWAN (notebook service) now with 

Jupyterhub extensions -> coffea / 

RDataFrame -> Dask -> HTCondor

• Successfully run RDataFrame & Coffea 

examples for Analysis Grand Challenge
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SWAN / dask-labextension 
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• SWAN / Dask / HTCondor integration works well and is interactive enough when user/ 
experiment has enough quota

• Stating the obvious, but user / analysis quota is uneven for LHC experiments at CERN

• Most obstacles are not technical (quotas / priorities / preemption)

• Some thought on how to provide interactive buffer (temp overcommit slots? dedicated buffer?)

• How to transition between interactive / dev to batch use case?

• Login to SWAN, use notebook on small dataset, when happy and ready to submit to batch…?

• Currently: interactive services like SWAN timeout. 

• Close laptop, go away, ideally should be able to wait for jobs to complete, reconnect to SWAN and get 

results – but where should Dask scheduler run? 

• We still have a user `kinit` in a web console

• Need to do IDTOKEN via SSO authenticated service (htgettoken type mechanism)

AF future work
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home.cern



JOB_ROUTER_ROUTE_Beer @=end
NAME Beer
MaxJobs = 2000
MaxIdleJobs = 1000
TargetUniverse = 5
SET Requirements (BeerMachine =?= True && HasDocker =?= True)
SET BeerJob true
SET WantDocker true
SET CoreSize 0
COPY Cmd orig_Cmd
EVALSET Cmd ifThenElse(regexp("^/", orig_Cmd), orig_Cmd, strcat("./",orig_Cmd))
COPY DockerImage orig_DockerImage
EVALSET DockerImage ifThenElse(isUndefined(orig_DockerImage), "gitlab-registry.cern.ch/batch-

team/cc7-batchwn", orig_DockerImage)
REQUIREMENTS (MY.WantBeer =?= True) || (MY.queue =?= "WantBeer") || (MY.queue =?= "beer")

@end

Docker autowrap only for subset of grid jobs
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27Arne Wiebalck: CERN IT Linux Strategy (GDB 13 Sep 2023)

Potential Future Scenario: Dual Ecosystem

End of current RHEL contract

2023

???

RHEL contract renegotiation2026

LS3

● Ramp up Debian support to match Red Hat / AlmaLinux

○ Credible exit strategy for multiple risk scenarios

● Long-term project, major effort from multiple parties

○ Requires management approval and commitment

???

2029



Sample future rack layouts

20 Sept 2023 HTCondor EU Workshop '23 28

BATCH

Storage

Service

~25 kW - No UPS ~10 kW - UPS ~20 kW - UPS



Fan-wall delivery
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Chilled water pipes between 

dry-coolers and fan-walls in ITR

Platform for dry-coolers


