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Who am I?

● I work in CERN BE-CEM-EDL

● I’m a Software Engineer, specialised in:

– Low-Level Software

– Linux kernel development

– Linux systems
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Disclaimer
This is an on-going project
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From Last SoC Working Group Meeting
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How Does The Next OS Boot?

GRUB Linux
Init RAM 

disk
Distribution

github.com/dracutdevs/dracut

www.debian.org

www.kernel.org

almalinux.org

www.gnu.org/software/grub

DRA
CUT
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Network RAM Booting: Industrial PC
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Network RAM Booting: System-on-Chip
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coreboot

Network RAM Booting: System-on-Chip

FSBL
and friends

GRUB
Init RAM 

disk
Distribution

DRA
CUT

Linux

DRA
CUT

Boot EFI
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Back On Topic: OS Selection Process
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Embedded Systems
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Embedded Systems
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https://www.yoctoproject.org/
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Definition

embedded system

A combination of computer hardware and software, and perhaps
additional mechanical or other parts, designed to perform a
dedicated function. In some cases, embedded systems are part of
a larger system or product.

10 / 31



24/05/2023 Federico Vaga | FEC-OS

Embedded Systems ?

11 / 31



24/05/2023 Federico Vaga | FEC-OS

Embedded Systems ?

11 / 31

https://ubuntu.com/


24/05/2023 Federico Vaga | FEC-OS

Embedded Systems ?

CAN Bus

11 / 31

https://ubuntu.com/


24/05/2023 Federico Vaga | FEC-OS

Embedded Systems ?

CAN Bus Serial Bus

11 / 31

https://ubuntu.com/


24/05/2023 Federico Vaga | FEC-OS

Embedded Systems ?

CAN Bus Serial Bus

Digital IO

11 / 31

https://ubuntu.com/


24/05/2023 Federico Vaga | FEC-OS

Embedded Systems ?

CAN Bus Serial Bus

Digital IO Custom Card
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General Purpose platforms

Embedded System

Embedded Systems ! 
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The Next Operating System
For FEC and SoC
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Linux Distributions Panorama

Wikimedia picture
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Linux Distributions Panorama

Wikimedia picture

● There are hundreds of them.

● On top of Linux, they distribute open-source software
– Technically speaking any Linux distribution would do

– Each software follows its own governance and development life-cycle

– May add patches

● Development could be driven by:
– a company,

– a community.

● Governance could be driven by:
– a company,

– a community.

● Each has a mission for its own existence.

Does this matter? YES!
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It Matters Because It Affects:
● governance priorities;

● community or company size;

● software availability, version, building, and configuration;

● supported architectures;

● the development life-cycle;

● the upgrade policy;

● the delivered support level;

● its maintenance;

● its long-term existence.
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https://www.redhat.com/en/technologies/linux-platforms/enterprise-linux
https://www.debian.org/
https://buildroot.org/
https://www.cip-project.org/
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Our Operating Systems Options
Higher Control

Higher Maintenance

Lower Control
Lower Maintenance

The control we need - The maintenance we can afford 
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Our Operating Systems Options
Higher Control

Higher Maintenance

Lower Control
Lower Maintenance

The best fit
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Building Processes

packer.io almalinux.org

Packer
HCL Configuration file

Custom Scripts

debian.orgelbe-rfs.org

ELBE
XML  Configuration File
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First Choice: RHEL Family
It Is Good To Follow Recommendations

Someone else is offering good services to you
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FEC OS Renovation Schedule: Red Hat Enterprise Linux

Some FECs operationally
in use until this date

9

10 ELS EOL

10

9 EOL

8 EOL

9 ELS EOL8 ELS EOL 10 EOL
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FEC OS Renovation Schedule: Debian

Some FECs operationally
in use until this date

12  13  14

 13 ELTS 13 LTS  14 LTS  14 ELTS

 12 LTS

 12 ELTS

Freexian for LTS and ELTS support
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https://www.freexian.com/
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