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Introduction Common Approach
Generating batches from data is a vital part of many Machine Most batch generators follow the following
Learning processes. However, ROOT doesn't have an easy way steps: _
to get batches from a ROOT file. In this work we propose 1. Define a method to get data from event 1.
RBatchGenerator, a BatchGenerator build on top of the 2. Create batches of data by traversing the
RDataFrame data structure. Indices randomly.
Goals: RDataFrame provides extensive tools such as
. P f ould be similar t ar Al tool easy data filtering and defining of new
criormance snould be similar to popuiar AL ools. columns. However, because in ROOT events
 The BatchGenerator should be able to scale to Iarge file sizes. are read Sequentia”y, the classic appr()ach 1S
|t should be easy to use. unviable.
Our Approach —————
RBatchGenerator consists of two steps: —
1. Chunking: Load the next chunkSize rows —
from the data file into the RTensor. ROOT file ‘ ‘ —
2. Batching: Create batches of BatchSize from 1. Chunking 2. Batching ===
the Chunk of data. The batches consist of CAURK ——
random entries f_rom_ the Chunk. The batches RDataFrame ‘RTensor Output format
can be returned in different types. (on disk) | _ (in memory)
Figl: Implementation of the RBatchGenerator
Parallel | L .
N = » Loading Chunks takes significantly longer than loading batches.
| —— parallel — _ L _ _ _
p I * This results in irregular loading times (see fig 1)
g __j‘_‘ » Loading chunks can be done while processing batches
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Fig3: Parallel implementation of RBatchGenerator

Performance Scaling How to use
The RBatchGenerator performs Increasing file size has little effect ‘ RBaItcrlm_Genefratodr IS Invoked using a
similarly to TensorFlow on data that || on the memory usage of the . %re]geenc;innegoonctoheenee d, three types
n fit Into memor RBatchGenerator. ’
Can Tit Into memory atchGenerato of output can be returned
o — uproot_tensorﬂow le7 J—— ;ﬁeF:e:El;;;;shagzinig’iczgt’ixlrgzzggic:gzszizig%iﬁleTame,l’.c;e:_namE,le:Eng;OWS:
RBatChGenerator 10_ - RBG 1OK atch rows, arget= I1ype , valldatlion splLl1t=U.
~— — RBG 100K ﬁsRi:gizf Zsngizggl2§nnit22i$FDatasets(file name, tree name, chunk rows,
400 - 8 - RBG 1M N B batch rows, target="Type", validation split=0.3)
q)o'g' —— RBG 2M Y R
-+ ) —— RBG 10M geneiﬁggi,aggsnigizgtizilr:zz;;oii;ggigLZZEZ?'srifile name, tree name, chunk rows,
C 300 g | = RBG 20M —_ - - batch rows, target="Type", validation split=0.3)
8 = 0.6
. S ——— » RBatchGenerator can be used
E 0.4 " " - . ]
5 directly in the Fit function:
100 - = 0.2 model.fit(ds train, validation data=ds validation, epochs=2)
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Fig4: Histogram of the batch loading time for F1g5: Memory usage by RBatchGenerator at Y
RBatchGenerator and TensorFlow different Chunk SI%GS and T_GﬂSOfF'OW at o Loading more CompleX data
Increasing file size.
Github * Using multiple RDataFrames

https://github.com/DanteNiewenhuis/root/tree/BatchGenerator C++ More complex RDataFrame interaction



https://github.com/DanteNiewenhuis/root/tree/BatchGenerator_C
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