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People involved in 
GridKa site management

• Primary Site Admin: Sven Gabriel
• Secondary Site Admin: Marc Hemberger
• dCache Admins: Doris Ressmann, Silke Halstenberg
• FTS Admins: Andreas Heiss, Silke Halstenberg
• Storage: Jos van Wezel
• PBS: Manfred Alef
• VOMS: Ingrid Schäffner
• Network: Bruno Höft
• Databases: Andreas Motzke
• Security: Ursula Epting, Bruno Höft
• ROC: Sven Hermann, Clemens Koerdt

Overall responsible for GridKa: Holger Marten
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Tools we use at GridKa

• Nagios (monitoring and 
alarms)

• Ganglia
• Cacti, LCG-OPN monitoring
• SAM/Gridview
• Gstat
• regional Site Functional Test 

server
• Experiment dashboards
• Collection of scripts for 

testing and parsing logfiles
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Nagios
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Jobs monitoring
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dCache – gridftp doors
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LCG Optical Private Network 
Monitoring
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Missing features to make work easier..

• Advanced logging system
– like syslog (get it adopted by the software developers) 

• Adding of a stamp from local batch system to a job’s ID 
to improve traceability of jobs from UI to WN

• Tool do to correlation statistics for difficult problems 
related to load etc. 
– strange behavior often in connection with high load was 

detected from time to time. 
– Reasons are often difficult to find
– Tool would help in identifying correlations and thus 

possible causes of malfunctioning
– Probably useful in many environments….
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examples of most frequent 
interventions

• Storage Interventions (dCache) have been frequent
– Update to 1.7
– Problems with SRM part
– constant crisis management

• Frequent interventions had also been necessary in 
connection with network
– but those have been short most of the time

• Some interventions necessary for adding new 
hardware
– But mostly limited to particular services

• (not yet seen, but at risk..): VOMS mapping if not planned with care
– 4 dimensions (VO, group, role, account) need to be mapped to one 

dimensional UID
– number of sgm accounts? 
– later changes will lead to troubles  (interrelations between CE, WN, PBS)
– Owner of allocated memory is UID not user!
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Most frequent unscheduled 
interventions

• SRM instabilities 
– Known fragility of component
– Changes in load
– For unknown reasons

• Recently: problems with high load on CE
– Scaling problem?
– Under investigation 

• Hardware Problems
– Limited in scope 

 
• Electric power cuts / cooling 

– Human errors
– Gathered some experience with unexpected behavior
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Deployment planning
• General deployment considerations

– Trying to setup core services redundantly,..
– …gives fallback solution in case of instabilities after m/w service 

upgrades 
– gather as much experience as possible in PPS (if not in crisis 

management mode)
– Still expect surprises especially when under higher load then usual

• Ahead of deployment
– Planning is discussed weekly in local site admin meetings
– Recommendation/need of experiment representatives (often 

embedded in local meetings) is very important for decisions taken
– Study release notes thoroughly
– Follow discussions on rollout list
– Decide to deploy an update once you think you can properly estimate 

and handle the risk
– Prioritize in consultation with user community and operations meeting 

recommendations

• During and after the deployment
– sequential update
– Rocks for WNs, yaim for grid server
– Monitor extensively
– Be ready to rollback
– Central distribution of important software components, configuration
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cross site issues

• operations meetings (wide overview and expertise)
• regional operations meetings (with very frank 

discussions)
• rollout list for time critical things and discussion with 

broader audience extremely helpful (a lot of details)
• GGUS search engine very useful (again details)
• workshops of course
• bilateral contacts with peers (indispensable)
• Specialized contacts, i.e. dcache user forum, 

specialized workshops
• …
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COD – interactions and usefulness

• Alarm and ticket notifications are still crucial
• Correlation to central problems still unsatisfying

(is being addressed already..)

Suggestions put forward by Gridka Site admins:
• spent more time on detecting/analysing central failures 

(also addressed..)
• One could think about COD people filtering information 

and sending broadcasts of detected cross site issues 
(if additional workload can be handled..)

• Interaction: from site perspective it might be better if 
teams would not change that often
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Communications  with the users

• asking users to use GGUS ticketing system
– advantage: everybody can see what’s going on
– possible to get a quick overview of troubles
– people taking more care of describing problem
– responsibilities are clear

• Some still prefer to use phone and other direct contacts
– expect this behaviour to increase with the coming LHC
– can increase responsiveness..
– , but hat disadvantages (see above)
– in very urgent cases use at least a combination of both

• High level meetings: GridKa Technical Advisory Board
– contact to user groups and very experienced people

• embedded contact people represented in weekly GridKa 
operations meetings
– so far made very good experiences with that

• Communication between Sites – Users could still be improved
– is going in the right direction (recent changes to ops meeting, etc..)
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GridKa Computing Centre


