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Key Points
➢Implement automated high-level -> FPGA conversion 

of DeepCalo models

➢Extend DeepCalo framework & integrate QKeras for 
quantization-aware training (QAT)

➢Comprehensive exploration of key design factors:

➢Optimize streaming dataflow, hls4ml layers, 
rounding strategies

➢Achieve 5-15x speedups vs CPU/GPU
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Motivation

• Search for new physics → 
particle colliders at higher 
energy & luminosity!

• exceed computing 
budget 

• Deep learning is prevalent, 
but can be slow…

• Need accelerators: GPUs, 
FPGAs

Event Reconstruction
• Complicated process:

• Tracking
• Vertexing
• EM Calorimetry
• Hadronic Calorimetry
• …

• Many particles
• Electrons, photons, 

muons, protons, 
neutrons, pions, …

• Energy regression
• CNN-based model

• Large (~3.6M 
par.)

• ~20% 
improvement 
over BDT method

Quantization

• High-level → FPGA conversion
• Popular in particle physics
• Not well-optimized for large 

models

HLS4ML

• Extend DeepCalo w/ QKeras
• Quantization-Aware Training

Timing Studies
• FPGA outperforms CPU/GPU 

at batch size = 1 & 5 on 
latency, speedup, power & 
energy
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